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The International Energy Agency (IEA), an autonomous agency, was established in November 1974. Its primary mandate was – and is – two-fold: to promote energy security amongst its member countries through collective response to physical disruptions in oil supply, and provide authoritative research and analysis on ways to ensure reliable, affordable and clean energy for its 29 member countries and beyond. The IEA carries out a comprehensive programme of energy co-operation among its member countries, each of which is obliged to hold oil stocks equivalent to 90 days of its net imports. The Agency’s aims include the following objectives:

- Secure member countries’ access to reliable and ample supplies of all forms of energy; in particular, through maintaining effective emergency response capabilities in case of oil supply disruptions.

- Promote sustainable energy policies that spur economic growth and environmental protection in a global context – particularly in terms of reducing greenhouse-gas emissions that contribute to climate change.

- Improve transparency of international markets through collection and analysis of energy data.

- Support global collaboration on energy technology to secure future energy supplies and mitigate their environmental impact, including through improved energy efficiency and development and deployment of low-carbon technologies.

- Find solutions to global energy challenges through engagement and dialogue with non-member countries, industry, international organisations and other stakeholders.
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Foreword

Much has changed since the last edition of Nordic Energy Technology Perspectives (NETP) in 2013. Despite lower fossil fuel prices, the Nordic region has continued to reduce emissions. This decline is the result of efficiency improvements and strong renewables growth – evidence that energy policies suggested in the last report are producing results. Similar developments are evident across Europe, where the Energy Union has established a new framework for European energy policy. Globally, too, efforts to cut CO$_2$ have gained momentum. At the time of writing, 189 countries had pledged to reduce emissions under the framework of the Paris Agreement on climate change, which has already been signed by more than 170 country representatives. Policy makers around the world are now looking to fulfil these pledges. The experiences of the Nordic region in energy system transition can offer a valuable contribution as the world takes on this challenge. The highly interconnected regional electricity market is the cornerstone of the Nordic energy system, and it can serve as a key enabler for further emission reductions towards 2050.

This report provides a case study on how to go beyond the 2°C target, towards a carbon-neutral energy system. For Nordic policy makers, the scenarios in this report identify both challenges and opportunities on the road towards the ambitious national climate targets of the region. Their success will depend on ensuring public acceptance of new power generation and grid investments, the continued competitiveness of energy-intensive industries amidst higher electricity prices, and the sustainable supply of biofuels for long-distance transport. In addition, there are significant opportunities to benefit from supplying and balancing the European electricity grid, and to harness urban leadership in the electrification of transport.

NETP 2016 is the largest IEA collaborative analytical effort looking at regional long-term low-carbon technology pathways. The report applies the global energy scenarios of the IEA Energy Technology Perspectives report to the five Nordic countries, utilising rich national data and addressing issues specific to the Nordic countries. It builds directly on the first edition of the report from 2013, which has become a key point of reference for various subsequent analyses from Nordic governments, industry and civil society.

Just as in the global IEA Energy Technology Perspectives report, urban energy systems and electricity system integration are topics garnering special attention in this edition, where leading Nordic researchers have used specialised modelling tools to supplement the IEA model central to the scenarios. The result is a more detailed and region-specific assessment of renewables buildout and electricity trade than was possible in the first edition. Tight co-operation between IEA and Nordic researchers has been critical to this endeavour, which has benefited both sides immensely. It is our hope that this fruitful co-operation will continue and be extended to other countries and regions of the world.
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Executive Director  
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Executive Summary

There is a clear technological and economical pathway for the Nordic region to push towards a near carbon-neutral energy system in 2050. Together, Nordic countries can send a strong signal to the global community that the ambitious aims of the Paris Climate Agreement are achievable.

Strategic actions

The Nordic Carbon-Neutral Scenario (CNS) central to this report sets out three macro-level strategic actions that will be central in achieving the climate targets of the Nordic countries in 2050. In the context of an overarching aim to achieve a near carbon-neutral energy system, governments, policy makers and private sector decision makers should:

1. **Incentivise and plan for a Nordic electricity system that is significantly more distributed, interconnected and flexible than today’s.**

   This analysis demonstrates that if a carbon-neutral system is the target, it will likely cost less to transition to a more distributed electricity supply with a high share of wind than to maintain a system reliant on centralised nuclear and thermal generation. The utilisation of abundant Nordic wind resources, together with more active use of existing dispatchable hydropower, creates an opportunity for the Nordic region to play a stronger European role. The Nordic region can both export electricity and balance European variable renewables, generating large economic revenues and facilitating the transformation of the European energy system.

   The potential for significant net economic and climate benefits associated with greater grid interconnection and wind build-out need to be balanced against the energy security concerns of industry and the need for public acceptance of new infrastructure. Higher shares of wind will require enhanced system integration across sectors and technologies, and among the Nordic countries. In addition, it will necessitate complementing existing dispatchable hydropower with other sources of flexibility to minimise integration costs. The current challenging economic outlook for nuclear power in the face of competition from wind leads to a decrease in stable base load (especially in Sweden), further increasing the need for system flexibility. The transition to greater electricity trade and interdependence among Nordic countries must allay concerns from energy-intensive industries over security of supply. Despite low average generation costs in the Nordic region, prices to consumers vary between countries, partly as a result of different tax regimes. Greater integration with the European electricity system will likely push Nordic electricity prices for consumers and industry towards the higher prices characteristic of the continent. Higher shares of wind are also likely to lead to greater price variations. This signifies a substantial change from the low and stable prices that have long been a key competitive advantage for Nordic industry, necessitating clever policies to guide the transition.
2. **Ramp up technology development to advance decarbonisation of long-distance transport and the industrial sector.**

Despite a broad electrification of short-distance transport, long-distance modes are unlikely to be decarbonised without utilising large volumes of biofuels. If Nordic biomass continues to be transformed into higher-value products (e.g. within the pulp and paper industry), 16% of total Nordic biomass demand across all sectors will need to be met by imports in 2050 (including for refuelling at Nordic ports). Sustainable and politically acceptable sourcing of those resources will be crucial. Decarbonising transport through local advanced biofuel production would likely be more costly than participating in global biofuel markets. Although research, development, demonstration and deployment (RDD&D) efforts in advanced biofuels could lower costs, using Nordic biomass resources to cover the entire demand for bioenergy would mean diverting them from higher value products in industry. Competing low-carbon fuels, such as hydrogen or highway electrification, bear higher investment risks and costs, both for vehicles and distribution infrastructure. Pilot projects to improve understanding of the technical feasibility and cost profile of these solutions should be pursued.

**Emissions from industry are the most challenging to reduce, requiring rapid advances in the demonstration and deployment of carbon capture and storage (CCS) and other innovative low-carbon process technologies.** With substantial activity in iron and steel, cement, chemicals and aluminium sectors, Nordic industry has a relatively large share of process-related emissions that cannot be mitigated through energy efficiency or switching to lower-carbon energy mixes. If wide application of innovative low-carbon technologies, such as industrial CCS, does not materialise as envisioned in the CNS, the development and demonstration of breakthrough process technologies will need to be dramatically accelerated to reduce these emissions. Alternatively, other sectors of the economy would need to reduce emissions even further. Greater Nordic cooperation will be needed on RDD&D, policies and infrastructure planning for CCS.

3. **Tap into the positive momentum of cities to strengthen national decarbonisation and energy efficiency efforts in transport and buildings.**

Several Nordic capitals and smaller cities have adopted climate targets that are more aggressive than national aims. Better alignment and co-operation across national and local policy allows national efforts to leverage this urban leadership. With Nordic urban areas expected to grow at twice the rate of previous decades, an opportunity exists to transition to low-carbon, highly integrated and efficient urban energy systems. Accelerated renovation to improve the efficiency of existing buildings is critical, and areas of high population density facilitate the use of district heating and cooling in buildings – in some cases through the use of excess heat. Electric vehicles (EVs), public transport and cycling are best suited to cities and offer enhanced mobility services, improved local air quality and reductions in congestion, in addition to lower energy use and emissions. Shifting the policy focus to improving energy services (rather than just delivering energy) is the most effective way to capture such non-energy benefits of a low-carbon energy system.

---

*Nordic Energy Technology Perspectives 2016 (NETP 2016)* presents technology pathways towards a near-zero emission Nordic energy system, in direct response to the ambitious national climate targets for 2050 across the region. It is the result of a joint project involving the International Energy Agency (IEA), Nordic Energy Research and leading research institutions from all five Nordic countries. While the analytical framework (including technology assumptions and global fuel prices) is common to the IEA’s *Energy Technology Perspectives*...
2016, NETP 2016 presents in-depth Nordic scenarios tailored to inform the decisions of Nordic policy makers. The analysis is presented around the Nordic Carbon-Neutral Scenario (CNS), which results in an 85% reduction in emissions by 2050 (from 1990 levels). The Nordic 4°C Scenario (4DS) entails a 42% reduction and serves as the baseline.

**Figure ES.1** Nordic and global CO₂ emissions

![Graph showing CO₂ emissions comparison between Nordic and global scenarios](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

The CNS can be viewed as a test of the Paris Climate Agreement: Nordic CO₂ emissions\(^1\) drop by 85% by 2050 (compared with 1990 levels), surpassing the 70% decline projected in the global 2°C Scenario\(^2\) set out in ETP 2016.

NETP 2016 updates and strengthens the scenarios presented in NETP 2013. In addition, it examines the central challenges that the 2013 edition identified, using a broader portfolio of specialised energy system models. New analysis examines how urban energy systems can stimulate decarbonisation of transport and buildings, and how increasing the flexibility of the Nordic electricity system can support integration of high shares of variable renewable electricity. NETP 2016 calculates the investments required and identifies opportunities for policy action and international cooperation that enable the CNS.

---

1. Unless otherwise noted, CO₂ emissions are energy-related, including process- and feedstock-related emissions from industry as well as emissions from international shipping and aviation refuelling in Nordic countries.

2. The global 4°C Scenario represents a future in which strategic action limits global average temperature increase to 4°C. The Nordic 4°C Scenario (4DS) is the Nordic contribution to the global 4°C Scenario and functions as the baseline scenario for this study. The global 2°C Scenario reflects more aggressive approaches to limit the rise to 2°C. The Nordic Carbon-Neutral Scenario (CNS) aims for even greater emissions reduction within the Nordic region (as the rest of the world pursues the global 2°C Scenario). Broadly in line with statements from Nordic governments, the CNS assumes a 15% share of emissions reduction is achieved through offsets.
Achieving a carbon-neutral Nordic energy system

The Nordic countries have already decarbonised aspects of their energy systems, having decoupled CO₂ emissions from GDP growth more than two decades ago. Mitigation of direct emissions from buildings is most advanced, thanks to the expansion of district heating networks and the phasing-out of oil-fired boilers. Emissions from power and district heat were the next to decline (after peaking in the mid-1990s) through an expansion of renewables. Stable and ambitious carbon taxation and renewable energy incentives have stimulated a growing share of renewable energy, primarily in the forms of bioenergy and wind. The common Nordic electricity grid has facilitated decarbonisation by allowing wind power in Denmark to be partially balanced by hydropower in Norway and Sweden. The carbon intensity of Nordic electricity supply was around 59 grammes of CO₂ per kilowatt-hour (gCO₂/kWh) in 2013, already at the level the world must reach in 2045 to realise the global 2°C Scenario.

![Figure ES.2 Nordic CO₂ emissions and economic growth in the CNS, by sector](image)

**Key point**

Emissions have already been decoupled from Nordic GDP across all sectors, and this must accelerate in order to achieve the CNS. Decarbonisation occurs more quickly in power and heat generation and in direct emissions from buildings, than in transport and industry.

Policy and technology innovation will be crucial to achieve the continued decoupling of economic growth and emissions in the CNS. Policies and technologies implemented to date to weaken the link between economic growth and emissions have already captured the most cost-effective opportunities, leaving bigger challenges in sectors where progress has been inherently more difficult. Transport, which currently accounts for almost 40% of Nordic CO₂ emissions, delivers the greatest emissions reduction in the CNS. In the face of steadily rising demand for transport services, the success of taxation and subsidy approaches in power and heat generation provide a solid foundation for similarly assertive policies for transport. Industry, together with the oil and gas sector and other energy transformation (such as refineries), is currently the second-largest source of emissions at 28%. Unique to this sector is the need for innovative policies to achieve further decarbonisation without risking that industries will relocate to countries with more lax regulation. This, combined with limited technology options for reducing process emissions, leaves industry with the slowest decarbonisation rate in the CNS.
The CNS requires a dramatic change in the composition of primary energy supply, coupled with aggressive energy efficiency policies that substantially reduce demand. Bioenergy surpasses oil as the largest energy carrier in the CNS, with total demand for biomass and waste increasing from almost 1100 Petajoules (PJ) in 2013 to over 1600 PJ in 2050, corresponding to a share increase from 18% to 35%. At present, oil is the only energy source common to all five Nordic countries and its declining use in transport is the single most important source of emissions reduction in the CNS, alone accounting for almost 40% of total reductions. Primary supply for power and heat also undergoes a significant transformation, as outlined in the following section.

Power and heat already close to decarbonised, but thoroughly transformed nonetheless

Nordic electricity generation, already 87% carbon-free, is fully decarbonised by 2045 in the CNS. The most dramatic transformation of the Nordic power and heat system does not come from renewables displacing the small remaining share of fossil fuels. Rather, it comes from the combination of a decline of nuclear (reflecting the political phase-out of older capacity and the reality of increased competition from renewables) and a significant build-out of wind power (which leads to generation far exceeding domestic demand, even with the drop in nuclear generation). This facilitates the potential for net export of clean electricity to Europe, which requires increased system integration and flexibility to balance high shares of wind power. With lower implementation of energy efficiency measures, the 4DS requires greater total generation, more renewables build-out, and higher net export of electricity compared with the CNS.
Wind generation increases five-fold, from 7% of Nordic electricity generation in 2013 to 30% in 2050 in the CNS, driven in part by the potential for greater electricity trade with Europe. This will put new demands on how the electricity system is operated and how the common Nordic electricity market is organised. The CNS shows that this transition is possible, and that the envisioned system can handle up to 70% variable renewable electricity in Denmark (as a share of demand). Two thirds of Nordic wind generation is onshore in 2050, underlining the importance of public acceptance. Nordic hydropower generation increases in the CNS though improvements to existing capacity and new small-scale capacity. Nordic hydropower will be increasingly valuable for regulating the North European power system.

Hydropower alone is not enough. The high penetration of variable wind power will require balancing though a combination of flexible supply, demand response, storage and electricity trade. With a large share of hydropower, high transmission capacity and a well-functioning electricity market, the Nord Pool area is already well suited for integration of wind resources. Denmark has demonstrated how operation measures significantly improved the flexibility of its co-generation fleet. More targeted use of dispatchable hydropower for balancing and action to enhance the flexible operation of thermal generation (mainly in co-generation) play key roles in the CNS. Electrification of the heating and transport sectors (e.g. through heat pumps and electric boilers for district heating, and through EVs), together with flexible demand from industry, are central demand response measures in the CNS.

Better system integration between electricity and district heating systems, and potentially between electricity and gas through power-to-fuel technologies, allows storage of excess electricity as heat or carbon-neutral gaseous or liquid fuels.

Greater electricity trade will reduce system costs and enhance flexibility, but long lead times for setting up interconnectors and strengthening the grid may delay achieving the full potential. With rising shares of variable renewables in both Nordic and other European countries in the CNS, it will be economically attractive to increase transmission capacities among countries. Anticipated electricity demand from continental Europe could greatly expand the market for low-cost, low-carbon electricity generated in the Nordic.
countries. This allows the Nordic region as a whole to become a major net exporter (at 53 TWh/year net in the CNS) as average generation costs in continental Europe are expected to stay higher than in the Nordic region. Seizing this trade opportunity depends on three things: build-out of wind capacity and necessary flexibility to handle variability, reducing Nordic demand through energy efficiency, and setting up the necessary interconnectors and domestic grid strengthening to enable trade.

**Figure ES.5** Nordic electricity trade in 2015 (left) and 2050 in the CNS (right)

- **Domestic trade**
- **Cross-border trade**

Notes: Trade with Russia is assumed to fall to zero in 2050. Iceland is not included in the figure as it is not yet connected with any other electricity system and the potential for Icelandic interconnectors was not modelled. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Anticipation that electricity prices in Europe will be higher than in the Nordic region in the CNS creates an attractive trade opportunity; expansion of variable renewables and interconnector capacity could lead to net Nordic exports of over 50 TWh in 2050.

Nuclear power decreases from 22% of Nordic electricity generation in 2013 to 6% in 2050 in the CNS, as other low-carbon technologies become more competitive. A variant scenario in which nuclear is phased out more quickly – by 2030 in Sweden and
with no new reactors constructed in Finland after the completion of Olkiluoto 3 – sees CO₂ emissions from the Nordic area increase by 7 Mt in 2030 as it prompts an increase in gas capacity to partially make up the shortfall in generation. It also pushes up CO₂ emissions in the rest of Europe by 2 Mt, mainly by reducing the export potential from Nordic countries. A higher dependence on international trade of electricity is also a potential concern for consumers, especially industry. These factors highlight the benefits of using existing nuclear capacity through the economic lifetime of each plant.

The Nordic region seems less likely to see the solar boom other countries are experiencing. Growth is constrained by a limited solar resource, dense urban areas with less rooftop area and favourable conditions for competing wind power. The economic potential of solar electricity in the CNS is 4 gigawatts (GW) peak capacity and 4 TWh of annual generation, or less than 1% of total generation in 2050. The total technical potential of rooftop PV alone is significantly higher – estimated to be 32 TWh. If met, it would account for around 6% of electricity generation in the CNS in 2050, comparable to the annual demand from all EVs on Nordic roads in 2050. In a case study of the Helsinki metropolitan area, nearly all of the estimated suitable rooftop potential becomes utilised by 2050 under the CNS, accounting for over 20% of total electricity supply. The possibility exists that RDD&D on electricity storage and new solar concepts (e.g. power-to-gas and to liquids) will increase the competitiveness of solar power. In sum, while installed solar capacity in Nordic countries is relatively low in the CNS, policy and technology uncertainties make it too early to rule out a pathway in which solar would play a more prominent role.

The role of district heating will increase under strict climate policy targets, but the role of co-generation may become less important. Under the CNS the amount of co-generation decreases by 40% in Nordic urban areas. Electricity grows to account for almost half of the heat in district heating networks in 2050, through utility-scale heat pumps and electric boilers, both of which provide important flexibility for variable renewables integration.

Radical transformation of transport will be most visible change to consumers

Transport accounts for the largest share of emissions reduction. Transport requires a dramatic emissions slash in the CNS, from about 80 million tonnes of carbon dioxide (MtCO₂) in 2013 to just over 10 MtCO₂ in 2050. The target can be achieved through a three-pronged strategy of reducing transport activity (avoid), shifting to more efficient or less carbon-intensive transport modes (shift), and adoption of more efficient or less carbon-intensive transport technologies and fuels (improve). Improvements to technologies and fuels play the largest role in transport in the CNS, largely because Nordic countries have already introduced many policies based on avoid and shift strategies (such as road tolls, parking fees, access/parking restrictions and promoting public transport and cycling over cars). However, the potential of additional avoid/shift levers should not be discounted out of hand; it is still difficult to predict the impacts of disruptive technologies such as autonomous vehicles or shifts in cultural/behavioural paradigms influencing the potential of shared mobility services. Over time, improved city planning can also facilitate both reduced travel demand and shifts to more efficient modes.
Adoption of new technologies can spur a radical reduction in transport energy use despite rising demand for transport services. Transport’s total energy use in the CNS decreases by over 20% compared with 2000, despite a 70% increase in overall passenger and freight activity. By 2050, fossil fuels account for only 25% of transport final energy demand. Energy-savings potential is greatest in passenger cars, and is greater in urban areas (35% reduction between 2013 and 2050) than in rural areas (22%). Higher population densities and shorter traveling distances in urban areas facilitate greater use of energy efficient technologies such as public transport and cycling.

With EVs having a share of 60% for the passenger vehicle stock in 2050 (compared with an average of 45% in the OECD), the CNS puts the Nordic region in a leadership role for low-carbon transport. EVs are particularly attractive in urban areas, which have shorter driving distances, more acute air quality and noise issues, and economies of scale for charging infrastructure. EVs also make up about 70% of light commercial vehicles (LCVs) in urban areas by 2050. Individual cities (and even countries) can be expected to lead the uptake of EVs, resulting in important learning effects that can facilitate a broader uptake across the entire Nordic region. Battery electric vehicles (BEVs) and hybrids account for the majority of EVs, with more limited prospects for hydrogen fuel-cell electric vehicles (FCEVs). This is due to greater infrastructure costs, as well as the flexible production of hydrogen facing strong competition from other technologies providing flexibility to the electricity system. Electricity accounts for 10% of final energy use in transport in 2050, but thanks to the high powertrain efficiency of electric motors, electricity’s share of transport activity is much higher: 64% of road and rail passenger kilometres and 42% of road and rail freight activity. In the CNS, transport uses 32 TWh of electricity in 2050, or 6% of total generation. EVs alone account for 5% of total generation.
**Key point**

The CNS requires an almost complete phase-out of fossil-fuelled cars and a rapid roll-out of EVs, especially in urban areas. Biofuel imports are needed to decarbonise long-distance transport modes.

Long-distance transport is less suited to electrification than urban transport and will require biofuels or significant advances in competing low-carbon technologies. The CNS sees biofuels underpinning long-distance, heavy-duty road and marine freight, as well as aviation. Electrification is rolled out where feasible, for example in medium-sized trucks serving urban environments, with plug-in hybrids accounting for 10% of the truck stock in 2050. Development of electric highways (e-highways) and hybrid heavy-duty trucks however is not a major element of the CNS, even though e-highways on major axes of the road transport network could support the bulk of road freight transport activity while curbing costs. Incremental costs for e-highway vehicles could also be contained, thanks to the limited requirement of battery capacity. Pilot projects to build knowledge of the technical feasibility and the cost profile of this solution, already underway in Sweden, should be pursued more broadly. High-speed rail (HSR) is developed on the major axes among larger Nordic cities in the CNS. Although constrained by the Nordic geography and population density that raises costs, HSR covers around 15% of the transport demand that would otherwise be met by aviation in 2050.

Biofuels comprise nearly two-thirds of total final energy use in transport in 2050. Supplying this demand will depend on a well-functioning international market, sustainable production and distribution, and politically acceptable trade partners. The CNS shows 50% of the anticipated increase in biofuel use in transport is supplied by a fourfold increase in net biofuel imports. By 2050, net imports meet approximately 16% of total biomass demand from all sectors in the Nordic region, even as global demand for bioenergy increases. Aiming for greater domestic production would imply diverting biomass away from higher value uses in industry or producing biofuel from less economic domestic feedstocks. Increased RD&D efforts on supply of low-cost biomass feedstocks and on integrated process concepts to produce advanced biofuels could make these more cost competitive.

Nordic and broader international co-operation is particularly important in this area. Hydrogen deployment for transport vehicles, which may compete with biofuels, is coupled with higher investment risks and higher investment costs for both vehicle manufacturing and the deployment of a fuel distribution infrastructure. Creating a vehicle market with sufficient volume to make it profitable for carmakers to diversify the range of models powered with hydrogen will be a challenge, and will require major policy co-ordination to support the deployment of hydrogen refuelling infrastructure within and beyond the Nordic region.
More rapid renovation of existing Nordic building stock needed to lower energy demand

The CNS requires a tripling of the current rate of improvement in space heating energy intensity of Nordic buildings. This must occur primarily through deep energy renovation of existing buildings, which will constitute 70% of the Nordic stock in 2050. The buildings sector accounts for one-third of final energy demand in the Nordic countries, with space heating being the largest end-use (nearly 60% of total building final energy consumption). Despite dropping by 0.8% per year since 2000, the average energy intensity of space heating across the Nordic building stock remains at 126 kilowatt hours (kWh) per square metre (m²) – 12% higher than the European Union (EU) average. The CNS requires energy intensity to fall by 2.2% annually. This would bring the average energy intensity of space heating in the Nordic building stock to around 60 kWh/m² in 2050. At present, long payback periods under low energy prices and split incentives in rental situations hamper efforts to accelerate energy efficiency investments.

**Figure ES.8**

Energy efficiency improvements in Nordic buildings

<table>
<thead>
<tr>
<th>Buildings energy consumption in the CNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space heating</td>
</tr>
<tr>
<td>Space cooling</td>
</tr>
<tr>
<td>Water heating</td>
</tr>
<tr>
<td>Lighting</td>
</tr>
<tr>
<td>Cooking</td>
</tr>
<tr>
<td>Appliances</td>
</tr>
<tr>
<td>Other</td>
</tr>
<tr>
<td>PJ = petajoule</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy intensity and emission intensity in the CNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy intensity (left axis)</td>
</tr>
<tr>
<td>Emission intensity (right axis)</td>
</tr>
</tbody>
</table>

Notes: Emission intensity (kg CO₂/m²) is the direct and indirect emissions from energy use per square meter of floor area. PJ = petajoule. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

Energy efficiency efforts cause energy demand from buildings to drop to 1990 levels in 2050, despite significant increases in floor area. Space heating and lighting have the most potential for energy efficiency improvements.

Efficiency gains in Nordic buildings can unlock biomass and electricity for use in other sectors, avoiding infrastructure investments in power and heat, and CO₂ emissions in transport and other sectors. The emission intensity of buildings energy use in the Nordic countries is currently much lower than the EU average. The intensity falls to zero around 2045 as the CNS eliminates both direct emissions and upstream emissions from power and heat supply. This means that the emissions reduction gain associated with energy efficiency measures may be limited in relation to the cost. However, it is important to note that reducing buildings energy demand can facilitate Nordic electricity export, avoid grid infrastructure investments, unlock biomass to substitute fossil fuels in transport and enable deployment of new technologies such as low temperature DHC. More broadly, reduced demand also brings important energy security benefits. In the longer term, renovation efforts will be supplemented by more advanced building technologies, enhanced urban planning and roll-out of intelligent energy management systems that empower consumers and encourage behaviour change.
Urban buildings contribute relatively less to energy savings in the CNS than rural buildings. This reflects lower potential in urban areas for zero-energy buildings (ZEBs) and near-zero energy buildings (nZEBs), and the need to balance investments in energy efficiency and district heat supply. High urban densities, limited on-site renewable potential and cultural heritage conventions constrain the potential for broad nZEB implementation in urban areas. Despite this, energy demand in Nordic urban buildings drops to 1990 levels by 2050 in the CNS, even as floor area increases by over 25%. Broader deployment of district heating, heat pumps and solar heating helps to transition the energy supply away from fossil fuels and direct electric heating. In cities with district heating, it may be more cost-effective to pursue only moderate building energy efficiency improvements together with investments in low-carbon district heat supply with lower temperatures and peak demand. Policies to incentivise energy efficiency improvements must therefore be coordinated with concurrent developments in local district heating systems to ensure optimal investment decisions are taken.

Cities can lead the way in system integration of transport and buildings

- **Nordic urbanisation in the coming decades is expected to occur at double the rate of recent decades, offering a unique opportunity to transition to low-carbon urban energy systems.** Significant investment will be needed in new buildings, retrofits of existing buildings and new transport infrastructure to service the growing urban population. These investments should be optimised to not only lower emissions, but also to improve energy services. The greater density of urban areas leads to faster roll-out of EVs and charging infrastructure, public transport, cycling, district heating and cooling, and utilisation of excess heat. This tempers the additional costs to achieve the CNS in urban areas compared with rural areas.

- **All Nordic capitals have ambitious GHG mitigation targets and most aim to achieve carbon neutrality. Copenhagen and Oslo have set earlier zero-carbon targets than are stated in national plans.** Nordic capitals are up to 30% more energy efficient than average Nordic urban areas in buildings, and up to 40% in transport, due largely to higher population densities and better infrastructure. Energy efficiency improvements contribute to per-capita energy demand of all urban transport and buildings decreasing by 20% in the next 15 years (to 2030) and by another 20% in the following 20 years (to 2050) in the CNS.

- **Nordic urban areas are particularly advanced in the system integration of energy, with high penetration of district heating and cooling networks as well as electric heating and cooking. Small but growing electric transport systems are also becoming integrated.** In urban areas, up to 76% of the energy consumed in buildings and transport could be delivered through smart electricity and district heating and cooling grids by 2050, compared to 61% today. In 2013, district heating provided 35% of heating for urban buildings in the Nordic region, substantially higher than rates in the European Union (9%) and in OECD countries (3%). In the Nordic capitals of Stockholm, Helsinki, Copenhagen and Reykjavik, high shares of district heating – already between 80% and 100% – are expected to be maintained in the long term. The penetration of electricity and district heating networks in the Nordic region gives urban areas the potential to provide significant flexibility to balance variable renewable energy.
Industry the most difficult sector to decarbonise, requires innovation in technology and policy

The necessary 60% reduction in direct industrial CO₂ intensity in the CNS (from 2013 levels) requires aggressive energy efficiency, fuel and feedstock switching to lower-carbon energy mixes, deployment of low-carbon innovative processes (including CCS) and international co-operation. All Nordic economies, except Denmark, are highly dependent on energy-intensive industries and use more energy per unit of GDP than the OECD average. Energy efficiency measures reduce Nordic total final industrial energy consumption by 9% in the CNS in 2050 (compared with 2013 levels for similar industrial activity). However, industry has the slowest rate of decarbonisation due to process-related emissions and competitiveness issues for globally traded commodities; industry accounts for almost half of remaining emissions in 2050 in the CNS. As long as policies stimulate decarbonisation without compromising competitiveness, Nordic countries are in a favourable position to ensure the long-term sustainability of energy-intensive industries in the global economy. This implies balancing stringent carbon policies with measures to improve the competitiveness of industry, such as public RDD&D support or reduction of other taxes.

The lingering challenge of process-related emissions in industry necessitates broad deployment of innovative low-carbon processes including CCS in the CNS. Process-related emissions from iron and steel, cement, aluminium and chemicals industries contribute 19% of the Nordic region’s industrial CO₂, compared with an average of 13% in the OECD. Typically, such emissions can only be reduced through integration of CCS or developing breakthrough process technologies that move away from carbon-based raw materials. Even with very aggressive action to increase energy efficiency, to switch to low-carbon fuel and feedstock, and to increase recycling, the CNS shows the need for wide application of CCS in cement, iron and steel, and chemical industries, which cumulatively account for almost 30% of total direct industrial CO₂ emissions reduction over the period 2020-50. Progress to date on developing and deploying CCS has been slow and unco-ordinated; joint efforts between countries with significant industrial emissions (Sweden and Finland), and countries with storage potential and competencies within oil and gas (Norway and Denmark) must be scaled up in order to achieve the CNS.
**Key point**  
*CCS plays an increasingly important role in industrial sectors with high shares of process-related CO₂, as no current alternative prospects exist for cost-competitive CO₂ mitigation.*

**International co-operation**, for example through international carbon pricing or energy performance auditing mechanisms, plays a crucial role in mitigating the risks of low-carbon investments that are needed to decarbonise industry, and thereby reduce potential impacts on competitiveness. It also reduces the risk of “carbon leakage”, if industry investments are shifted to countries with more lax regulation. Given the size and risk involved in investments, a cross-sectoral collaborative Nordic approach should be considered — for instance, to finance demonstration and market establishment of innovative low-carbon processes and to identify systemic sustainability gains along product value chains. Specific legal frameworks and cross-country collaboration are needed to implement technologies that are key for the CNS. Such is the case for deploying CCS, which requires adoption of internationally co-ordinated regulations that encourage the safe and effective design and operation of CO₂ storage facilities. There are promising opportunities for CCS applied to bioenergy (BECCS) in Nordic industry, which could provide negative emissions.

**Additional investments to achieve the CNS are concentrated in buildings, industry and transport**

*Achieving the CNS would entail a 10% increase in investments over that needed for the 4DS over the period 2016 to 2050.* This represents additional investments beyond those of the 4DS of about USD 333 billion,³ totalling less than 1% of the cumulative GDP over the period. Beyond climate change benefits, costs will be directly offset to a certain degree by fuel savings (which could be significant depending on the development of future oil prices). Additional benefits, such as reduced health costs due to air quality improvements and increased energy security, are likely to tip the economic equation firmly in favour of the CNS. Recent studies have estimated the external costs related to health impacts from air pollution in the

---

³ USD PPP 2014.
Nordic countries (of which energy is the primary source) to be around USD 9 billion to USD 14 billion annually. These alone are roughly equal to the additional investments in the CNS.

The greatest relative investment increases are required in buildings and industry, while power is less costly in the CNS than in the 4DS. Investments in buildings need the largest acceleration to achieve the CNS, seeing a doubling of 4DS levels. Of the approximately USD 170 billion in additional cumulative buildings investments, roughly USD 155 billion goes to building envelopes to drastically reduce space heating demand. The remainder goes to more efficient space and water heating equipment, appliances and lighting. An increase of 47% is required in the five industry sectors analysed, which together account for 80% of the total final energy use by industry in the Nordic region. This represents about USD 30 billion cumulatively, mainly associated with energy efficiency improvements and the deployment of low-carbon innovative processes including CCS. Transport accounts for the largest share of additional cumulative investments at USD 200 billion, but this is less than a 10% increase on 4DS levels. Infrastructure investments related to non-urban rail account for a significant share of additional transport investments. The CNS has around 15% lower investments in power generation compared with the 4DS. This is mostly a result of reduced final electricity demand (-15% in 2050), which also reduces the need for transmission and distribution investments.

**Figure ES.10** Relative increase in cumulative investments over 4DS levels required to achieve the CNS, 2016-50

<table>
<thead>
<tr>
<th>Energy-related investments in buildings</th>
<th>Industry</th>
<th>Transport</th>
<th>Power</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>-40%</td>
<td>-20%</td>
<td>0%</td>
<td>20%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Notes: Numbers show the difference in cumulative investments between the 4DS and CNS, as a share of the 4DS (cumulative investments in the CNS - cumulative investments in the 4DS x 100).

This metric highlights which sectors require the greatest relative increases in investments and how significant they are, compared to investments that would be needed even under a less ambitious scenario such as the 4DS. In the power, industry, and transport sectors all investments in new industrial capacity (for the energy-intensive subsectors), vehicles, power plants and supporting infrastructure like roads and electricity grids are included. For buildings, only improvements of the thermal envelope (i.e. not the entire building construction) and equipment for end-use services such as lighting, cooking, heating and cooling, are covered. Only additional investment needs between scenarios are comparable across sectors, but not absolute investment requirements. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Relative to the investment needed for the 4DS, achieving the CNS requires an increase of 10%. Buildings require the greatest relative increase, followed by industry; power costs less in the CNS due to reduced demand.
Short-term policy recommendations

Governments, individually and in a co-ordinated manner across the Nordic region, will need to play a lead role in stimulating actions to achieve the ambitious pathway outlined by the CNS. Specifically, they need to act in four key areas:

1. **Strengthen incentives for investment and innovation in technologies and services that increase the flexibility of the Nordic energy system.** Policies should accelerate the roll-out of key flexibility technologies (such as heat pumps for district heating and EVs) and critically, incentivise their utilisation for flexibility through market mechanisms and regulation. Markets must also adequately compensate flexibility services such as demand response in industry and buildings, as well as the flexible operation of thermal power plants. Less visible information technology (IT) infrastructure (such as smart meters) and IT platforms (such as applications to empower consumers or control systems to shave peak loads in district heating) will be important in achieving a rapid penetration of these flexibility services.

2. **Boost Nordic and European co-operation on grid infrastructure and electricity markets.** Coordinated effort to strengthen domestic grids and install new transmission lines is needed to establish the future Nordic and European electricity system envisioned in the CNS. Regional collaboration on infrastructure planning is needed to ensure optimal investments and avoid bottlenecks in the grid. Co-ordination among Nordic governments is vital to ensure that policy accelerates technological and regulatory progress in order to reduce total costs. Co-operation in reforming the common Nordic electricity market to allow greater flexibility and accommodate higher shares of variable renewables will also be important.

3. **Take steps to ensure long-term competitiveness of Nordic industry while reducing process-related emissions.** More variable and potentially higher electricity prices will put additional pressure on energy-intensive industry in the Nordic region, stressing the need to step up low-carbon industrial innovation. Governments should act to reduce the risk of such investment and use public funding to unlock private finance in areas with significant emission reduction potential but a low likelihood for independent private-sector investment. Policy should, wherever possible, seek to incentivise reduced emissions, for instance by removing exemptions from carbon taxation. Co-operative Nordic action to decrease uncertainty regarding CO2 transport and storage infrastructure development could also mitigate risks for industry investing in CCS.

4. **Act quickly to accelerate transport decarbonisation using proven policy tools.** Even as Nordic countries pursue different technology strategies in parallel, they should not wait to draw on the wide range of available policy instruments to stimulate fuel efficiency, low carbon technologies and shifts to more efficient transport modes. Governments should build upon positive experiences with measures such as congestion charging in urban settings, differentiated vehicle registration taxes, bonus-malus regimes, and altered parking fees, while also stepping up investments in infrastructure for cycling, public transport and rail. Policies should also incentivise modal shifts from road freight to sea and rail, and from cars to public transport and cycling. Furthermore, policy makers may be able to exploit the current context of low oil prices to increase fuel taxes above current levels. Air quality, noise and congestion benefits should be considered in parallel with energy and climate objectives. Nordic collaboration can play a role, for instance through co-ordinated expansion of EV-charging infrastructure and cross-border rail networks, as well as through RDD&D cooperation on low-carbon fuels or on large-scale demonstration of potentially disruptive solutions such as shared mobility services.
Nordic energy-related carbon dioxide emissions 2013

The map visualises Nordic emissions of carbon dioxide for power and heat transport (excluding aviation and shipping) and industry (including oil and gas production), which totalled 192 Mton in 2013. Emissions from power and heat generation are distributed by population density; road transport emissions are allocated to national road network based on actual emissions by county (Finland, Sweden and Norway), population density (Denmark) or evenly across road network (Iceland); industry sources are located at actual sites. Selected cities and point courses have been labelled. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory city or area.

Administrative borders: National authorities under creative common license
Industry emissions: European Pollutant Release and Transfer Register (E-PRTR), v.8; European Environment Agency (EEA); Permalink: http://www.eea.europa.eu/data-and-maps/data/ds_resolveuid/d292eeecc4724d91af65961a00da5ecd

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
Nordic choices in a global world

The five Nordic countries – Denmark, Finland, Iceland, Norway and Sweden – have energy and climate policy agendas that are among the most ambitious in the world. This report is focused on the role of technology in supporting a Nordic energy system that realises these targets and fulfils the vision laid out in the Paris Climate Agreement at COP21: keeping global temperature rise “well below two degrees”.

Key findings

- **The Nordic region has exhibited a steady decoupling of GDP from energy-related CO₂ emissions and declining CO₂ intensity in energy supply for decades.** Important success factors include increased industrial productivity and energy efficiency, a shift from fossil fuels to bioenergy for heating, expansion of nuclear energy in the 1970s and 1980s in Sweden and Finland, geothermal energy in Iceland and broad use of district heating and co-generation of heat and electricity fired with biomass and waste across the region.

- **Stable and ambitious carbon taxation and renewable energy incentives have stimulated a growing share of bioenergy and wind.** The common Nordic electricity grid has facilitated this growth by allowing wind power in Denmark to be partially balanced by Norway and Sweden. The carbon intensity of Nordic electricity supply – 59 g/kWh in 2013 – is already at a level the world must reach in 2045 if it is to realise the IEA’s 2°C Scenario.

- **A future energy system that is distributed, interconnected and flexible** is likely less costly and delivers greater value to society than maintaining national systems that rely heavily on centralised sources.

- **Wind power experiences the largest growth across all power generation technologies in the CNS, while nuclear declines in the face of challenging economics.** Generation from onshore wind grows over fourfold from 24 TWh in 2013 to 110 TWh in 2050, while offshore wind grows eightfold to 40 TWh. Nuclear generation falls by two-thirds, to 32 TWh in 2050, with all remaining generation located in Finland.

- **District heating networks need to become more diversified, facilitated by a shift towards lower distribution temperatures and regulation that allows more open networks.** Demand for district heating decreases to 430 TWh in 2050 from 500 TWh in 2013 despite growing population, owing to energy efficiency measures and competition from small scale heat pumps.

- **Bioenergy becomes the largest energy carrier, growing 60% and representing more than a third of total energy demand in 2050 in the CNS.** Biofuels comprise nearly two-thirds of total final energy use in transport, with around 50% of the anticipated increase in biofuel use supplied by a tenfold increase in net biofuel imports, reaching 60 TWh in 2050.
The adoption of new technologies can spur a radical reduction in transport energy use despite rising demand for transport services. Transport’s total energy use in 2050 decreases by over 20% compared with 2000, despite a 70% increase in overall passenger and freight activity. By 2050, fossil fuels account for only 25% of final energy use in transport – a nearly complete phase-out of conventional ICE vehicles by 2050 will be needed in the CNS.

Rapid advances in the deployment of carbon capture and storage (CCS) or breakthrough production technologies are needed to reduce industrial emissions. Direct industrial CO₂ intensity needs to fall by 60%, reaching 10 t CO₂/TJ in the CNS. If wide application of industrial CCS does not materialise, breakthrough production technologies will be the only means to reduce these emissions.

Deep energy renovation of existing buildings is the single most important task at hand for energy savings in the buildings sector. Average space heating energy intensity is to be cut in half, to 60 kWh/m² in 2050. That requires the residential building stock to improve by 2.5%/year, five times the rate exhibited in the overall Nordic building stock since 1990. However, aggressive building measures with carbon-neutral district heating, which give great energy and emissions reductions, can sometimes lead to higher life-cycle costs because district heating capacity investments would not be fully utilised.

Investing in a carbon-neutral Nordic energy system makes economic sense. The CNS would require additional investments on the order of USD 300 billion, most of it in transport infrastructure and building renovations. This total equals about 1% of cumulative GDP between 2016 and 2050, but these numbers do not include fuel savings and avoided external costs related to health impacts of air pollution, which likely exceed the direct investment costs. Increased energy security and avoided property damage from improved air quality will further strengthen the economic case for the energy transition.

Opportunities for policy action

The current context of low oil prices should be used to strengthen price signals throughout the economy in order to motivate the system-wide modifications to behaviour and business needed to realise the CNS. This change would mean increasing fuel taxes in transport and removing exceptions to CO₂ taxation wherever possible in other sectors.

Strengthen incentives for investments and business that increase flexibility and system efficiency. Technologies such as energy storage and smart meters, and services such as control systems to shave peak loads in district heating and IT-platforms for ride sharing are lagging behind more visible technologies such as wind power or electric vehicles.

Energy market design and regulation should be reviewed to enable investments in key technology development and deployment. These areas include the Nordic electricity market, local markets for heat, and regulation that affects the viability of business models for enhanced energy efficiency. The current low energy prices challenge such business models, and policy can help stimulate long-term progress.

Policy coordination within and among the Nordic countries at the municipal and national level could serve to further accelerate and diffuse innovative and successful best practices. In this context, harmonisation of EV-charging infrastructure should be a priority, given the importance of electrification and the high penetration of EVs in some Nordic countries’ fleets.

Step up investments that enable modal shifts in both passenger and freight transport. Improved supply of public transport services, including rail, is central. Car registration fees and investments in cycling infrastructure are examples of “push” measures, while operation subsidies to increase the attractiveness of public transport or congestion charges could provide “pull”.
Governments will need to reduce the risk of low-carbon industrial innovation investments. Through results-oriented risk-mitigating mechanisms, such as funds provisions and low-interest or preferential loans among others, public investment should unlock private finance in areas with great potential for sustainability returns but a low likelihood for independent private-sector investment.

Carbon capture and storage presents an opportunity where Nordic collaboration could prove particularly valuable. The size and risk involved in investments, the need for a common legal framework and the potential benefit of CCS in the future Nordic energy system speak in favour of a collaborative approach – for instance, to finance demonstration and market establishment of CCS.

Radical change is needed, but history gives cause for optimism

The five Nordic countries – Denmark, Finland, Iceland, Norway and Sweden – have energy and climate policy agendas that are among the most ambitious in the world. Each country has challenging targets, often expressed in wording such as “fossil free” or “carbon-neutral”.

This report is focused on the role of technology in supporting a Nordic energy system that realises these targets and fulfils the vision laid out in the Paris Climate Agreement at COP21: keeping global temperature rise “well below two degrees”. The Carbon-Neutral Scenario (CNS) is the central scenario of this report and is outlined in Box 1.1. Achieving such a goal presents a formidable challenge and will require radical change.

History gives cause for optimism though. The Nordic region has exhibited a steady decoupling of GDP from energy-related CO₂ emissions for almost 20 years (Figure 1.1). Similarly, CO₂ intensity in energy supply has been in decline for decades (Figure 1.2). Both trends need to continue. Globally, 2014 may have seen the first decoupling of the same kind (IEA, 2015f).

The strategies to achieve decoupling have not been without controversy, however. For instance, Sweden, which together with Iceland has seen the most dramatic improvement in carbon intensity of energy supply, achieved that improvement partly through a successful shift to bioenergy for heating but also through large expansion of nuclear energy in the 1970s and 1980s. In Iceland, geothermal energy has played a big role in keeping emissions down. Other main enablers of Nordic decarbonisation are district heating and combined heat and power (CHP) fired with biomass and waste. Albeit much less contentious than nuclear, the role of waste incineration continues to cause debate. In Norway, recent emissions reductions have largely taken place in industry.

The CNS raises questions at all levels of the energy system. The uptake of clean technologies must be accelerated, markets need to be reformed and investment in infrastructure must increase. Put together, these changes will result in a very different energy situation in 2050 compared to today. This report aims to show a plausible way there.
Figure 1.1  
Nordic GDP, energy-related CO₂ emissions and total primary energy demand

![Graph showing Nordic GDP, energy-related CO₂ emissions and total primary energy demand over time.](image)

Notes: Data through 2013 are based on IEA official statistics. Data for 2014 onwards are modelled for the Carbon Neutral Scenario. The decoupling effect is likely reduced if a consumption-based emission accounting is used – see Box 1.2. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  
*The Nordic region needs to continue to decouple energy-related CO₂ from GDP.*

Figure 1.2  
CO₂ intensity of total primary energy demand in the Nordic countries (CNS) and OECD Europe (2DS)

![Graph showing CO₂ intensity of total primary energy demand in the Nordic countries and OECD Europe over time.](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  
*The build-out of Finnish and Swedish nuclear power in the 1990s and 1980s is evident in Figure 1.2, as is the Danish wind expansion starting in the mid-1990s.*
Box 1.1  
Current Nordic energy system and Nordic ETP scenarios

The analysis in this report is centred on a scenario where Nordic energy-related CO₂ emissions drop by 85% by 2050 (Figure 1.3), and mirrors the diverse stated aims of the Nordic countries. The name – the Carbon Neutral Scenario (CNS) – reflects wording used in official targets, although carbon neutrality requires offsets to be used for the remaining 15%.

The Nordic 4 Degree Scenario (4DS) reflects the Nordic contribution to the IEA’s global 4-degree scenario. The 4DS serves as a less ambitious reference scenario for the analysis in this report, but still requires strategic policy action by governments to combat climate change and improve energy security.

Figure 1.3  
Reduction pathway for energy-related CO₂ in the 4DS, 2DS and CNS

![Graph showing reduction pathway for energy-related CO₂ in the 4DS, 2DS and CNS.]

Notes: Unless otherwise noted, all tables and figures in this report derive from IEA data and analysis. Emissions include process emissions from industry, and emissions from international shipping and aviation refuelling in the Nordic countries. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  
The Nordic Carbon Neutral can be viewed as a test of the Paris Climate Agreement, in that it goes beyond the global 2-degree scenario set out in ETP 2016.

The Nordic scenarios have been developed as an integrated part of the global analysis set out in ETP 2016. The ETP 2 Degree Scenario (2DS) requires cutting global energy-related CO₂ emissions by more than half in 2050 (compared with 2013) and ensuring that they continue to fall thereafter. The CNS is more ambitious than the global 2 degree scenario. It can thus be viewed as a test of how to realise the vision to keep temperature rise to “well below two degrees” as laid out in the Paris Climate Agreement at COP21.

This report deals with energy-related CO₂ emissions, which account for just under two-thirds of total greenhouse gas (GHG) emissions in the Nordic region (Figure 1.4).

---

Nordic climate targets: The EU’s Intended Nationally Determined Contribution (INDC) submitted in advance of COP21 outlines a 2030 target of 40% from 1990 levels. The collective delivery of this target covers member states Denmark, Finland and Sweden. Non-members Norway and Iceland have both submitted INDCs with the same 2030 target and with intentions to fulfil the target under the EU’s collective delivery. National targets for 2050 range from Denmark’s “independent from fossil fuels by 2050”, to Finland’s vision of an 80% GHG reduction, to Iceland’s aspirational goal of 50-75% net GHG reduction, to Norway’s carbon-neutrality, to Sweden’s zero net GHG emissions.
Figure 1.4  Direct Nordic GHG emissions in 2010

Note: GHG emissions are calculated based on the IEA sectoral approach for CO₂ emissions from fuel combustion; the EDGAR 4 database is used for other emissions. In general, estimates for emissions other than CO₂ from fuel combustion are subject to significantly larger uncertainties.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  In 2010, the energy sector accounted for 62% of GHG emissions in the Nordic region.

Figure 1.5  Nordic primary energy supply, 2013 and 2050 in the CNS

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  Under the CNS, Nordic primary energy supply decreases by 25% in 2050 compared with 2013 (excluding net electricity export). Fossil fuels and nuclear decrease, while bioenergy, wind and hydropower increase, as do net electricity exports.
Three strategic issues facing Nordic countries

Nordic governments and firms face strategic decisions. Some of these decisions need to be made soon, others are less urgent. This report seeks to identify opportunities for policy action that would enable the transformation of the energy system, the investments that are necessary, and the strategic choices that need to be made. The report gives detailed analyses and recommendations that revolve around three strategic issues: centralised or distributed energy systems; progress in industry, transport and buildings; and urbanisation.

Centralised or distributed energy system – Which way forward?

Appropriate policy strategies hinge partly on the type of future energy system that governments envision, particularly with regards to level of centralisation of supply and integration across sectors and with other countries. This vision depends on uncertain factors such as future technology costs, decisions in other countries and economic development. But a shared Nordic vision would have substantial benefits because the necessary infrastructure investments and suitable market regulations will differ depending on what that vision is.

The model for decarbonisation that has been successful to date may or may not be the best strategy going forward. Nordic energy supply has been built around centralised solutions such as nuclear, hydro and CHP, together with strong and extensive grid and district heating infrastructure. But the energy landscape is being redrawn: energy market fundamentals are being disrupted by falling costs of distributed technologies such as wind and solar; increased security requirements for nuclear; stagnating demand for space heating, which undermines district heating investments; increased competition for biomass resources and changing international fuel markets. The economic viability of the traditional organisation and technological character of the energy system is increasingly in question.

Indeed the analysis in NETP indicates that the future Nordic energy system will likely be more dependent on distributed technologies and international trade than it has in the past. The transformation will take place over decades. But since infrastructure investments have long lead times, and appropriate policy and market design options depend on which direction Nordic governments wish to take for the energy system, a co-ordinated Nordic approach would be helpful in the transition.

Formulating and agreeing on a common Nordic energy system vision will be difficult. Also, an element of flexibility is necessary, because future uncertainties are large. But at least a common understanding is needed of the technological and economic implications of different directions and policy choices. This report aims to contribute to such a common understanding and coordination.

Enhanced Nordic collaboration could accelerate progress in key areas. A long tradition is available to build upon. Some infrastructure investments and technology strategies can be much more effective if co-ordinated. Research collaboration and knowledge exchange can have particular benefits for the Nordic countries since they share both climatic conditions and energy infrastructure.

Integration of the Nordic electricity market and grid is perhaps the most tangible result of Nordic energy cooperation, enhancing efficiency and security of supply. Intra-Nordic trade is already high. The countries have supplementary characteristics, and a high level of interconnectivity allows Norwegian and Swedish hydropower to balance wind power generation wind in Denmark – which was 42% of Danish electricity generation in 2015, the world’s highest share.
If the Nordic countries are to capitalise on their abundant renewable energy potential in the future, these sources must be efficiently integrated into the Nordic electricity system. Shares of wind and solar generation that reach 35% and more will place great demands on Nordic electricity grids and markets. Although a great success in many ways, the common electricity market Nord Pool, which includes all Nordic countries except Iceland, is under scrutiny as the composition of energy supply changes. A central question in the debate is under what conditions can Nord Pool – and energy-only, liberalised electricity markets more generally – deliver electricity systems with high shares of wind and solar.

A related issue is what role the Nordic region should have in the European energy system, both in terms of net export and provision of flexibility. Increasingly, European countries are looking at the flexible generation from the Nordic region as a way to complement domestic deployment of variable renewable electricity capacity. An interconnector between Iceland and the United Kingdom could provide substantial benefits, and plans are progressing (see Chapter 3 for details). Several other interconnectors are planned between the Nordic countries and other European countries.

In fact, non-Nordic demand for low-carbon electricity is an important factor in investments in generation capacity in the CNS. The potential of the Nordic countries to increase their provision of flexible and low-carbon electricity as Central Europe seeks to further decarbonise its electricity system needs to be managed carefully. As grids and interconnections expand, the Nordic region needs to ensure that domestic priorities (e.g. in relation to electricity prices) are met while also putting in place sufficient supply and grid-strengthening to enable exports to other markets.

Chapter 3 of this report looks closer at the development and further integration of the Nordic electricity system.

The common system of electricity certificates in Norway and Sweden is an example of rare international support policies for renewable energy. International collaboration of this kind can reduce the total cost of reducing emissions. A potential drawback is that, if investments systematically go to one country, public support for such policies may fall. Lessons should be learned and used to design policies in other sectors. New infrastructure will be needed if, for instance, gaseous fuels should play a significant role in transport. Such investments will be more cost efficient if more countries than one take part. The same principle is true for large investments in new and improved rail, an important component in the CNS. A co-ordinated approach between several governments will lower total costs.

**Progress in industry, transport and buildings is the biggest challenge**

Energy efficiency and decarbonisation of end-use sectors need to play a prominent role in the decoupling going forward. Decarbonising of supply has come a long way, aided by ambitious policies and rich renewable resources in the region. Relative to that success, progress on the demand side has been slower (Figure 1.6). When taking into account emissions embedded in imported products, decoupling is slightly less prominent but still significant (Box 1.2).
Lagging progress on the demand side is evident in the statistics. Nordic energy use per capita has remained above the OECD average since the mid-1980s (Figure 1.7). In fact, only Denmark is better than the OECD average in this regard. This level of usage owes particularly to a high concentration of energy-intensive industries (e.g. metals and pulp and paper), the substantial petroleum sector, and high energy use for space heating (Figure 1.8). By contrast, all Nordic countries, except Denmark, have lower CO₂ intensity in primary energy supply than the OECD average (Figure 1.2).

Energy demand in the Nordic region increased by 10% between 1990 and 2013, and was just over 4 200 PJ in 2013, equal to about 8% of energy demand in EU-27. The industry, transport and buildings (including residential and commercial) sectors each accounted for close to one-third of final energy use in the region (Figure 1.8). The largest increases in final energy use were seen in the transport and commercial buildings sectors, each with around 20% increase over the past 20 years.

Electricity consumption is particularly high, with Nordic countries (led by Iceland and Norway) ranking among the top per-capita consumers in the world. This level is linked to high rates of electricity use for space heating (except Iceland where geothermal dominates space heating) and in industry.
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Figure 1.7  Historic and future final energy consumption per capita, Nordic countries (CNS) and OECD average (2DS)

Key point
With the exception of Denmark, energy use per capita in the Nordic region is above the OECD average but is relatively stable. Iceland’s historic trajectory reflects a dramatic rise in industrial activity, primarily in the aluminium sector.

Figure 1.8  Final energy demand by sector in the Nordic countries, 1990-2013

Key point
The industry, transport and buildings sectors each represent close to one-third of final energy consumption in the Nordic region.
Thus big questions remain over how energy is used in industry, transport and buildings. With a largely decarbonised heat and power supply, the Nordic region must look to these sectors to achieve further decoupling.

Process-related emissions in industry, together with transforming transportation, are arguably the greatest challenge for the CNS. All Nordic economies, except Denmark, are highly dependent on energy-intensive industries (Figure 1.9). Some of these industries have large process-related emissions that can only be reduced by either breakthrough production technologies or wide application of carbon capture and storage (CCS). Nordic governments need to take this issue very seriously. Given the size and risk involved in investments, a collaborative approach should be considered – for instance, to finance demonstration and market establishment of CCS.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power generation</td>
<td>16.9</td>
<td>5.8</td>
<td>0.0</td>
<td>22.2</td>
<td>11.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.0</td>
<td>1.7</td>
<td>0.0</td>
<td>7.2</td>
<td>2.2</td>
<td>0.0</td>
</tr>
<tr>
<td>Other transform.</td>
<td>2.1</td>
<td>0.2</td>
<td>0.0</td>
<td>2.4</td>
<td>2.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10.4</td>
<td>3.8</td>
<td>0.0</td>
<td>1.7</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Industry</td>
<td>4.2</td>
<td>2.7</td>
<td>1.6</td>
<td>10.4</td>
<td>7.7</td>
<td>5.2</td>
<td>2.0</td>
<td>1.3</td>
<td>0.4</td>
<td>8.4</td>
<td>9.0</td>
<td>4.7</td>
<td>12.5</td>
<td>7.6</td>
<td>5.5</td>
</tr>
<tr>
<td>Transport</td>
<td>15.7</td>
<td>11.2</td>
<td>2.6</td>
<td>14.2</td>
<td>10.7</td>
<td>2.7</td>
<td>1.4</td>
<td>1.4</td>
<td>0.2</td>
<td>16.5</td>
<td>12.1</td>
<td>2.3</td>
<td>27.1</td>
<td>22.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Buildings</td>
<td>5.2</td>
<td>0.6</td>
<td>0.0</td>
<td>2.2</td>
<td>0.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.5</td>
<td>0.0</td>
<td>1.5</td>
<td>0.1</td>
<td>0.0</td>
</tr>
<tr>
<td>Other</td>
<td>1.8</td>
<td>1.5</td>
<td>0.9</td>
<td>2.1</td>
<td>1.2</td>
<td>0.9</td>
<td>0.7</td>
<td>0.7</td>
<td>0.7</td>
<td>2.1</td>
<td>1.9</td>
<td>1.7</td>
<td>0.4</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Total</td>
<td>44.0</td>
<td>20.1</td>
<td>5.1</td>
<td>53.5</td>
<td>34.9</td>
<td>6.8</td>
<td>4.1</td>
<td>3.4</td>
<td>1.3</td>
<td>40.4</td>
<td>28.8</td>
<td>8.7</td>
<td>50.5</td>
<td>32.8</td>
<td>8.7</td>
</tr>
</tbody>
</table>

**Key point**

The share of direct emissions from industry and transport increases as total emissions fall in the CNS, underscoring the challenges that remain in end-use sectors.

The Nordic region faces a significant challenge in meeting growing demand for transport services while simultaneously reducing transport emissions in line with the CNS. Key technologies for the transport sector, such as electric vehicles, public transport and cycling, are best suited to urban environments and best analysed in that context. The chapter on urban energy systems looks specifically at emission reductions in urban transport and buildings.

Aggressive energy efficiency improvements in buildings are an important part of the CNS. However, a balance needs to be struck between investing in energy efficiency, on the one
hand, and in cleaner energy supply, on the other. As demonstrated in the interaction of provision of heat and power through CHP and district heating, system-level effects need to be considered when deciding energy efficiency strategies for buildings, for example.

**Urbanisation raises new questions for technology strategies and policy design**

Currently 85% of the population in the Nordic region lives in urban areas. This level underlines the large role that densely populated areas will have in the development of Nordic region, despite their low average population densities. In addition, the rate of urbanisation in the region is expected to triple, from 0.5% in the past decades to 1.5% annually in the coming 35 years. Urban buildings accounted for 75% of final energy demand and CO₂ emissions (direct and indirect) in the sector in 2013 – shares that grow to 80% in the CNS in 2050. Chapter 2 looks at urban energy in detail.

Nordic urbanisation differs somewhat from the global picture. Municipalities are generally smaller than in most other regions; even though a large share of the population already lives in what is defined as an "urban area", most of the Nordic urbanites live in smaller communities than what many outside the region would intuitively define as a "city".

The character of urban areas has implications for what types of technologies can be expected to grow and at what rates. For instance, electric vehicles are likely to win the greatest uptake in and around larger cities, at least in the mid-term, because trip distances tend to be short, and charging infrastructure can achieve economies of scale. This character narrows the market in the Nordic countries somewhat, and favours other energy carriers such as biofuels or hydrogen outside cities. District heating and cooling, on the other hand, may be attractive even in smaller towns as long as the population density is high enough.

Technology policies should be adapted accordingly. Policy makers need to understand what different technologies can deliver and in which environments, and tailor policies accordingly. Although the potential of urban sustainable energy solutions is undeniable, the ability to achieve that potential will rely on the commitment of all levels of government to enact innovative and effective policies, business models and financing mechanisms. Policy ambitions and measures at the city level often have stronger direct impact than national or international policies. Synergies, but also conflicting agendas, may exist between different levels of government.

The rest of this chapter provides overviews of the scenario results for the power and heat, transport, industry, and buildings sectors, as well as Spotlights on the Nordic bioenergy sector and Iceland’s fishing sector. Chapter 1 concludes with a summary of the investment needs in the CNS. Chapter 2 goes deeper in the role of urban energy systems, and Chapter 3 of the report presents in-depth analysis of how the Nordic electricity system needs to evolve in the CNS.

---

2 See chapter 2 for the definition of “urban”
Box 1.2  Do consumption emissions debunk Nordic CO$_2$/GDP decoupling?

Official accounts of Nordic CO$_2$ emissions from fossil fuel and industry reported to the UNFCCC have decoupled from GDP growth. These territorial emissions have remained relatively stable since 1990 and have shown a downwards trend in the last 10 years. However, this downward trend may be due to the reduction of production in the Nordic countries offset by expanded production in countries with weaker environmental regulations. "Consumption emissions", as shown in Figure 1.10, may be used to estimate this effect.

Figure 1.10  Nordic CO$_2$ emissions reported to the UNFCCC compared to CO$_2$ emissions allocated to consumption (left). Production and consumption CO$_2$ emissions relative to GDP (right).

Notes: This figure and related text is the product of a co-operation between the NETP project and CICERO Center for International Climate and Environmental Research. Data includes Denmark, Finland, Norway and Sweden (no consumption results available for Iceland). The territorial CO$_2$ emissions from fossil fuel and industry used in this box are from the official national reports to the UNFCCC, while the remainder of this report uses data constructed by the IEA, including emissions from international aviation and shipping refueling in the Nordic region. The different datasets use slightly different input data, emission factors and system boundaries, but emission trends are broadly consistent. The consumption data are from Le Quéré et al., 2015, based on Peters et al., 2011, and the GDP data are from UN, 2016. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  While Nordic consumption emissions are significantly higher than official production emissions, they also show a clear decoupling from GDP.

The Nordic countries have high consumption emissions, meaning they are net importers of embodied CO$_2$. Consumption-based emissions allocate the emissions to the countries where goods and services are consumed, regardless of where they are produced. In effect, consumption-based emissions adjust the UNFCCC emissions by removing the Nordic emissions from the production of exports and adding the foreign emissions to produce imports into the Nordic countries. The net import of embodied emissions increased from 2001 to a peak around 2007, after which it has declined slightly. The peak in 1992 is due to the collapse of the Former Soviet Union and is not a reliable data point.

Using consumption-based emissions does not lead to significant changes in the rate of decoupling of the Nordic countries. UNFCCC and consumption-based emissions have both decoupled.
Power generation and district heating are almost there

Decarbonisation of Nordic power is high and continues, despite only 13% of electricity being generated from fossil fuels in 2013.

The Nordic electricity mix is ahead of the rest of the world in terms of carbon intensity. Even if the world embarks on the pathway of the IEA’s global 2-degree scenario and countries fulfil their pledges made at COP21, the global CO₂ intensity will not reach the current Nordic level until after 2040 (Figures 1.11 and 1.12).

Key point

The Nordic carbon intensity of electricity supply of 59 g/kWh in 2013 was where it will be in 2045 in the global 2DS scenario.

Key point

At present, 83% of the electricity production in the Nordic countries is carbon neutral, of which 63% is renewable.
Recent trends

Electricity generation, reflecting the high levels of development of Nordic countries, remains the key pillar of the Nordic energy system – Sweden, Norway and Iceland have the three highest shares of electricity in total final consumption of all IEA countries. Electricity generation totalled 380 TWh in 2014, with consumption (i.e. after losses and exchanges) representing 13% of all electricity generated in the EU 28. Hydropower is a fundamental component of the Nordic energy system, representing 7% of all primary energy produced, and about half of all electricity generated in 2014 (Figure 1.13).

![Figure 1.13](image)

**Primary energy supply in the Nordics: Fuels for electricity and heat production (2013)**

Like elsewhere in the EU, investments in new capacity are currently low in the Nordic electricity and heating system. Drivers include a weak demand arising from macro-economic trends, a prevailing overcapacity and improved energy efficiency in end-use sectors. Regardless, policy drivers – and not market factors – are causing the share of non-hydropower renewables in the electricity mix to rise.

In Denmark, thermal power plants account for just over half of electricity generation, with the share of coal power generation remaining at a steady 41% between 2011 and 2013 (Figure 1.14). Reflecting a common trend elsewhere in Europe, the share of natural gas-fired generation has decreased from 17% in 2011 to 10% in 2013. In the meantime, the share of wind power in annual power production has risen by 15% for a total of 11 TWh or 38% of total annual electricity generation, while the share of electricity fuelled by biomass and waste has remained a constant 15% between 2011 and 2013.

In Finland, the share of coal-fired power has risen by 2% to a total of 15%, while nuclear accounts for a third of all electricity generated in 2013 – a similar share to that of 2011. Biomass and waste, and hydro, account for 12 and 13 TWh (or 17 and 18%), respectively, while natural gas has dropped by almost 30% to 6.8 TWh.

**Key point**

*Electricity and heat generation have a central role in Nordic primary energy supply, with hydro and nuclear technologies leading the way.*
In Iceland, power demand increased by 5% between 2011 and 2013 – which led to an increase in output from both hydro and geothermal, both of which account for almost all generation in the Icelandic power system. Geothermal power generation increased fastest to account for 29% of the total, while the share of hydro dropped to 71% – even if output rose slightly by 3%. Almost 13 TWh out of the 17 TWh demanded in 2013 were consumed by the aluminium industry.

Following a record year in 2012, Norwegian hydro generated 128 TWh in 2013, accounting for 96% of all electricity supply in the country. Norway’s single natural gas generation unit accounted for 2% of power generation, while the remaining generation was dominated by wind, which grew almost 50% between 2011 and 2013 to 1.9 TWh.

At 153 TWh in 2013, Sweden’s total power generation is more than any other Nordic country, dominated by similar shares of nuclear and hydro (43% and 40%, respectively). Biomass and waste account for 6%, or 13 TWh.

Wind has experienced the largest growth of all technologies. Between 2011 and 2013, generation has grown by 62%. Aided by favourable policy incentives, Sweden’s onshore wind installations have dominated the Nordics, with installed capacity growing by 25% over the past year, surpassing 5 GW at the end of 2014, and compared to Norway and Finland’s 0.5 GW each. Total wind capacity in Sweden surpassed Denmark in 2015.

Electricity trade is a key component of the Nordic power system. Nord Pool Spot is the world’s oldest international market for power, and the world’s first undersea interconnector was built in 1915 to link the Danish and Swedish power systems. Activity in Nord Pool Spot is decreasing; low electricity prices, overcapacities leading to reduced volatility, and increased regulatory costs following the 2008 financial crisis led to the year 2014 seeing the lowest trade volumes in 16 years.

During 2009, Swedish nuclear operators faced security issues and temporarily shut down operations of a portion of their capacity. In the period between 2009 and 2013, nuclear capacity increased in the Nordic region by 600 MW, and nuclear generation increased by 11 TWh during the same period. Together with the capacity additions outlined above (namely, 2 200 MW
additions in wind power capacity generating an additional 9 TWh), these nuclear-based increases have contributed to downward pressure on power prices. At the time of writing, four reactors are scheduled to close: Vattenfall’s Ringhals 1 and 2 by 2020 and 2019; and Eon’s Oskarshamn 1 and 2 by 2017 and 2020. The prevailing overcapacity in the Nordic electricity system can drastically change if the closure of Swedish nuclear power plants is not carefully managed, or – given the cancellation of Olkiluoto’s unit 4 and delays in delivery of unit 3 – if new nuclear capacity in Finland is further stalled.

Low power prices have played a key role in the closure of nuclear capacity, but over the next 10-15 years investments are likely to be driven by policy rather prices. A major driver will be the Norwegian/Swedish green certificate system, which requires an additional 28.4 TWh (normal year production) of renewable electricity generation by 2020 compared with 2012. This requirement is the result of a revision for Sweden, which put the target only slightly higher than what a continuation of current deployment rates would yield. Wind is likely to account for most of the investments, complemented by some small-scale hydro in Norway.

Siting generation closer to load can, among other benefits, reduce the need for electricity transmission infrastructure. Increased flexibility on the urban/regional level can decrease the network cost due to lower transmission capacity needed for the same installed variable renewable energy sources (VRES) capacity. However, given the solar resource and the availability of other, larger-scale low-carbon power alternatives, Nordic countries are in a somewhat disadvantaged position to capitalise from the rise of distributed generation happening in other countries.

Nordic waste and biomass availability are highly dependent on the RES investments and demand in continental Europe and North America, since many of these commodities are traded on global markets. The import of waste is likely to continue to increase in Sweden, since the installed capacity has increased rapidly the last 10 years, and some other European countries see export of waste as a cost-effective waste management option. (See Spotlight 1: The Nordic bioenergy market.)

The total heating market in Nordic countries is close to 240 TWh – of which around 43% are accounted for by heat distributed through district heating networks (Figure 1.15). The fuel mix for district heating networks is already quite decarbonised (Figure 1.16), with an average CO₂ emission factor of 240 g/kWh of heat delivered in 2014, compared to a European average of 320 g/kWh. In Iceland, district heating is completely decarbonised, primarily thanks to application of geothermal technologies.
**Figure 1.15**  
Heating deliveries to residential buildings in Nordic countries, by technology type (TWh)

District heating companies and CHP are challenged by decreased heat demand in buildings and competition from heat pumps. In Helsinki, Helsinki Energy, the local energy company has reported that they will not be replacing legacy large CHP plants, relying instead on other options for heat generation. This decision arises from an expected decrease in DH demand: coverage of homes in Helsinki with district heating networks is close to 99%, so that – without the possibility of capturing new users – new energy efficiency improvements will depress heating loads. In the face of decreasing heating loads, CHP installations are quickly becoming too significant an upfront investment, and are forcing diversification of district heating producers.

**Key point**  
The share of heating demand met by district heating varies country by country, but is a key technology in all Nordic countries, with the exception of Norway.

**Figure 1.16**  
District heating deliveries in Nordic countries, by energy source (terajoules)

While the fuel mix of district heating networks varies between Nordic countries, it has already reached high levels of decarbonisation and has a significant share of CHP-generated heat.
Scenario results

Scenario assumptions

Common to all low-carbon scenarios, the CNS includes the provisions in the National Renewable Energy Action Plans (NREAPs). Minimum targets of 6 TWh for wind in 2020 and 9 TWh in 2025 are implemented for Finland. Beyond the NREAPs, the CNS includes a complete phase-out of coal generation after 2030 – no coal generation in Norway and no new coal in Sweden, whether CCS-ready or not (Figure 1.17).

The Norwegian-Swedish renewable certificate schemes are incorporated in the CNS, translating into a 28.4 TWh increase in renewable electricity production between 2013 and 2020, reaching 320 TWh. Ambitious targets for heat generation are included in the CNS, including 100% renewable district heating by 2035 in Denmark. In the CNS, new nuclear construction is assumed possible only in Finland and Sweden, but no other constraints are put on nuclear investments in the modelling (this differs from NETP 2013, when nuclear capacity was held constant). A more detailed analysis of the role of nuclear is presented in Chapter 3.

In the short term, all planned interconnectors by 2020 are assumed to be taken to completion, and electricity trade increases (Figure 1.18). Power generation in the carbon-neutral scenario grows by 20% between 2013 and 2050 to 494 TWh. New capacity additions from variable renewables grow sixfold in both the 4DS and the CNS, reflecting mainly the attractiveness of wind power across all scenarios.

Decreased heat demand in buildings and competition from heat pumps for DH/CHP affects the residential sector in particular. In the CNS, demand for district heating in Nordic homes is reduced by over 20% to 207 TWh in 2050, down from 262 TWh in 2013. While this rate of district heat demand reduction might appear low at around 1% annually, the pace of change and the level of adaptation required is stringent given long-lived lifetimes and structural characteristics of district energy infrastructure.

**Figure 1.17** Nordic electricity generation mix in the 4DS and CNS (TWh)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Across all scenarios, hydro and wind power experience the largest growth in power generation, at the detriment of nuclear and unabated fossil fuel generation.
In the CNS, wind power experiences the largest growth across all power generation technologies. Generation from on-shore wind grows over fourfold from 24 TWh in 2013 to 110 TWh in 2050, while off-shore wind grows eightfold to 40 TWh – albeit from a lower base of 5 TWh in 2013. In total, wind power generation almost doubles the total increase in power generation in the whole Nordic region out to 2050. In contrast nuclear generation falls by two-thirds, from 90 TWh in 2013 to 32 TWh in 2050, with all remaining generation in Finland.

In parallel with developments in Europe and elsewhere, the potential exists in Nordic countries for on-site generation in urban settings, which is reflected in the scenarios. The potential for distributed PV, however, is relatively small, given the quality of the solar resource and the high levels of relatively dense urbanisation. Total generation from solar is just above 4 TWh in 2050 in the CNS, although the total technical potential estimated in ETP scenarios for rooftop PV is 32 TWh. If met, it would signify around 6% of electricity generation in the CNS. This amount of electricity is approximately equal to the annual demand from all electric vehicles on the road in 2050.

Even if the economics of other low-carbon generation technologies may be more attractive in Nordic countries, small-scale solar PV-investments are likely to develop more independently from the common Nordic electricity market because network costs and taxes are more important factors than the electricity price. From a system perspective, other options would appear more attractive, but investment subsidies are in place for solar PV, and other policies such as tax reductions for sales-to-grid could drive the economics and deployment of the technology.

Other sources could deliver additional distributed energy (Figure 1.19) – currently around 2 TWh of electricity and 20 TWh of heat are generated in urban areas from waste, with some waste imported. ETP estimates 8-10 TWh of electricity could be technically generated using indigenous waste sources, in addition to any imported resource.
Figure 1.19  Key technologies to reduce power sector CO₂ emissions between 4DS and CNS

<table>
<thead>
<tr>
<th>Year</th>
<th>Biomass</th>
<th>Hydro</th>
<th>Wind onshore</th>
<th>Wind offshore</th>
<th>Solar PV</th>
<th>CCS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2030</td>
<td>10</td>
<td>30</td>
<td>30</td>
<td>20</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>2050</td>
<td>20</td>
<td>40</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  Decarbonisation in the Nordic countries requires the full spectrum of low carbon options.

Biomass generation
Plans are in place to increase deployment of biomass technologies to decarbonise electricity and heat generation, as well as transport and industry. In all low-carbon scenarios, competition increases and the sustainable biomass resource remaining in Nordic countries is not sufficient to meet demand from both. Almost 100% of estimated sustainable biomass potential is used in the 2DS, and bioliquids need to be imported to decarbonise transport after 2030 – which implies an upward pressure on biomass prices. Given the lack of alternatives and the possibilities in the power and heat sectors, a strong rationale can be made to prioritise biomass use in the transportation and industrial sectors. However, a significant potential exists in the pulp and paper industry from on-site use of black liquor to generate power, and re-use waste heat for process use and for cascading down into district heating networks. CHP and heat generation from black liquor grows (threefold) in the CNS, with its use in district heating (doubling). In addition, biomass from co-firing and conversions of coal plant to biomass grows by 34%, as refurbishment becomes attractive.

Interconnection: Centralised vs decentralised decarbonisation
The CNS sees a substantial and accelerated increase in transmission capacity (by around 5 GW before 2050), and cross-border power exchange. New interconnectors are developed both within Nordic countries and between the European continent and the Nordics. These interconnections, including a potential cable between Iceland and the United Kingdom, have the potential to further expose Nordic countries to market forces in EU28 countries, which could increase electricity prices. However, a strong counterbalance is possible, with developments in the electricity mix elsewhere in Europe into the future in the 2DS, which compensate somewhat for these effects. These issues are developed further in Chapter 3.

The CNS highlights the wide range of centralised low-carbon power generation options, the relatively high degrees of medium- to high-voltage infrastructure, and the inherent flexibility of the Nordic power system at the transmission level due to the dominance of hydropower. Coupled with a limited solar resource and relatively low density housing, the CNS sees little motivation for Nordic countries to strongly incentivise the adoption of rooftop PV and storage to achieve system-wide decarbonisation. Per capita, technical potential is estimated at
1 100 kWh/capita, out of which 40% is economically deployed. This level compares to a technical potential of 2 200 kWh/capita in the United States.

**Generating heat beyond 2020**

Given revised estimates of the energy efficiency potentials in Nordic buildings from the previous edition of *NETP*, demand for district heating decreases in *NETP 2016* 2DS down to 430 TWh in 2050 from 500 TWh in 2013. In the *NETP 2016* 4DS scenario, final energy demand for heat increases from 500 in 2013, to 530 in 2050. Both trends differ from *NETP 2013*, where district heating demand was projected to remain at current level (Figure 1.20).

Also, the amount of CHP connected to district heating networks in *NETP 2016* low-carbon scenarios declines. Industrial CHP, on the other hand, is mainly fuelled by black liquor in low-carbon scenarios, providing heat to the industry itself and some excess heat to district heating networks.

---

**Key point**  
* A dwindling demand for district heat, coupled with the increasing attractiveness of district-scale heat pumps, constrains new CHP capacity in the 2DS/CNS.

The key option for heat generation in district heating networks is the use of large-scale district heat pumps. The high COPs afforded by the larger sizes and the economies of scale make ground-source, geothermal or waste heat-driven heat pumps economic in 2DS and CNS low-carbon scenarios. The main factor driving district-scale heat pump adoption in the 2DS and CNS is the dearth of options to generate CO₂-free heat: most of the remaining biomass resource has to be prioritised for bioliquid production. While the CNS highlights the attractiveness of district-scale heat pumps from the perspective of cost-driven scenarios, strong trade-offs exist between district- and small-scale heat pumps, because the latter are driven by private consumers with different preferences. Regardless, the diversification of district heating networks facilitated by a shift towards lower distribution temperatures requires a re-thinking of regulatory designs in future DH markets towards more open frameworks.
Key messages and actions

- Nordic supply of power and heat is already quite decarbonised – emissions per unit energy delivered are below a fifth of the IEA average of 414 g CO₂/kWh. All Nordic countries have progressed in the three years since the previous NETP, with carbon intensities averaging between a 15% and a 38% decline between 2011 and 2013.

- The economic and technical potential in the Nordic region is relatively limited for decentralised power generation options (namely, rooftop PV and storage), which are transforming electricity systems elsewhere in Europe. In contrast with decarbonisation strategies elsewhere, the CNS highlights the need for continued decarbonisation of large-scale power grids, which in turn drives the adoption of smaller-scale electric heating plant to both further decarbonise heat injected into district heating networks and provide balancing services for variable renewable plant.

- The uncertain future of nuclear power in the Nordic electricity system can be readily offset by other low-carbon options (see Chapter 3). The decision from Eon and Vattenfall not to invest in continued operation of existing plants is strong evidence that nuclear suffers from low electricity prices in current market conditions. Coupled with increased competition from renewables, the outlook for nuclear is weak.

- Future use of district heating requires large investments to adapt the old building stock to reduce heating loads. However, district heating could unlock large a variety of new sources of heat, including improving the attractiveness of district-scale heat pumps, low-grade waste heat and solar heat, as well as industrial waste heat from peri-urban areas.

- Increased flexibility is a key for cost-effective integration of variable renewables and more integration with continental Europe. Integration between electricity and district heating networks plays a key role with a still unlocked flexibility potential in the Nordic countries. Denmark has shown excellent examples of the possibilities for this type integration, which allow for the high levels of variable renewables in the CNS to be integrated at a lower cost.

- For DH companies, the efficiency measures in buildings could be cost-beneficial if they are implemented in a system-efficient perspective. Investment in peak-load reduction (building envelope measures) will produce a much greater cost reduction, offering the possibility of expanding the network compared to measures that would only reduce the baseload. However, many areas will require that supply options for district heating be diversified and will favour a trend towards low-temperature district heating, and policies and strategies should be tailored to facilitate these options.
Spotlight 1: The Nordic bioenergy market

Recent trends
Bioenergy plays an increasingly important role in the Nordic countries. This trend is especially the case in Denmark, Finland and Sweden, where bioenergy accounts for a substantial share of total gross consumption of energy (see Figure 1.21).

![Figure 1.21](image)

**Use of biomass (including renewable waste but excluding peat) for energy supply as a share of total gross energy consumption, 2014**

Source: Eurostat
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**
*Bioenergy plays a key role in the Nordic countries and supplies a considerate amount of total gross energy consumption in Denmark, Finland and Sweden.*

In Denmark, Finland and Sweden, the recent trends between 2010 and 2014 indicate a fairly stable bioenergy use within the electricity and heat sectors. In the transportation sector, however, the impacts of the EU RES targets are very clear: the use of biofuels has grown, especially in Denmark and Sweden and especially in the form of biodiesel. In Norway, the bioenergy use has grown in the district heating sector (both solid biomass and renewable municipal waste) and in the transportation sector (liquid biofuels) (NVE, 2014). In Iceland, the bioenergy use is very small and consists mainly of biodiesel and biogas use in the transportation sector.

**Domestic use and imports**
For 2013, a detailed assessment of biomass (different fractions), waste and imports/exports has been performed based on national surveys within the NETP research team. The results are shown in Figures 1.22 and 1.23. Sweden and Finland have the highest use, which partly can be explained by a large forest industry in both countries, which use by-products (especially spent liquors but also unrefined wood fuels) from the production of sawn timber, pulp and

---

3 Unrefined wood fuels are e.g. forest residues, wood chips, wood dust and bark. Refined wood fuels, such as wood pellets and wood briquettes, are produced from unrefined wood fuels, usually through thermal treatment (e.g. drying) and mechanical treatment (e.g. grinding and compression).
Besides the forest industry, the largest consumption is within the power generation and district heating sectors; in Sweden and Finland, the fuels are mainly unrefined wood fuels. The Danish bioenergy use mainly consists of unrefined and refined wood fuels, solid agrofuels, and municipal and industrial waste. Power generation and district heating account for the largest bioenergy use in Denmark. In Norway, the bioenergy use is dominated by unrefined wood fuels in the buildings sector and municipal and industrial waste in the district heating sector.

Key point

**Power generation, district heating and industry are large users of bioenergy. Significant differences exist, however, between the countries.**

Biofuels and refined wood fuels have the highest import shares in Denmark, Sweden and Norway, while Finland is a net exporter (Figure 1.23). The Danish, Swedish and Norwegian situation with imports of biomass with high energy density (biofuels for transport, refined wood fuels for power and heating) is comparable to other European countries. The import and export of municipal and industrial waste are mainly taking place between Sweden and Norway, and are explained by a large expansion of waste incineration plants within the Swedish district heating systems. Total net import of biomass for energy supply to the Nordic countries as a whole in 2013 amounted to approximately 25 TWh (total use of biomass in the Nordic countries currently amounts to roughly 300 TWh including waste). Out of this total import, net import of biofuels for transportation corresponded to some 6 TWh.
**Figure 1.23** Net import share of domestic bioenergy use in 2013 (including waste but excluding peat), by sector (%).

Notes: Negative numbers denote net export. For Norway, the export (mainly municipal and industrial waste) is performed by waste treatment companies. Thus the Norwegian “power generation and district heating” sector and the “industry” sector are not exporting. However, the export is illustrated relative to the domestic use in this figure.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  
*Bioenergy import is significant in certain sectors, especially transportation.*

**Medium-term outlook**

In a 2020 perspective, the use of biomass and other renewable energy sources (RES) is expected to continue to increase in the Nordic countries spurred by national and European energy and climate policy. However, circumstances exist that also may limit continued growth in the demand for bioenergy. For instance, the objectives defined in the EU Directive on renewables for 2020 (RED) have already been met or are very close to fulfilment among the Nordic countries. Sweden surpassed its overall target already in 2013 (reaching a RES share of around 55% in gross final energy consumption compared to targeted 49%), Finland met its 38% overall target in 2014, while Denmark is expected to surpass its overall target in 2020 (reaching a RES share of over 40% in gross final energy consumption compared to targeted 30%). Iceland also surpassed its overall target in 2013, while Norway performs better than its interim targets set out in both the NREAP and the RED, and is close to meeting its 2020 targets (EEA, 2015b; Danish Energy Agency, 2015).

Growth projections for bioenergy in Sweden by 2020 are somewhat limited for different reasons. One reason is the already very large share of biomass in district heating markets (which in itself exhibits limited growth and is facing strong competition from individual heat pumps and end-use efficiency measures). Another reason is the fact that targets for renewable electricity, as expressed by the common Swedish-Norwegian electricity scheme for 2020, are within reach (wind power is expected to take the major share of the remaining volume). In industry, modest economic growth within the paper and pulp sector, as well as continued energy efficiency, reduce the growth in demand for bioenergy (Swedish Energy Agency, 2014). In transportation, the RES share was almost 19% in 2014 (including double counting of certain biofuels according to RED) and is expected to grow further to 25% by 2017 (Swedish Energy Agency, 2015). Moreover, the Swedish government has a policy to have a fossil-free vehicle fleet by 2030.
In Denmark, the demand for solid biomass for energy supply is estimated to grow from around 25 TWh in 2013 to 42-43 TWh by 2020, depending on the ETS price (Danish Energy Agency, 2015). According to the Danish National Renewable Energy Action Plan (NREAP), growth of biofuels in transportation is significant and amounts to some 2 TWh between 2013 and 2020. Around 40% of the biofuel use in transportation in 2020 is reported as imported biofuels (including biodiesel and bioethanol) according to that source.

According to the Finnish NREAP, most of the RES increase is expected to come from increased use of solid biomass in energy production and, on the other hand, increased use of liquid biofuels in road transportation. This source is projected to involve mainly forest residues, which have received supports for both wood harvesting and electricity production in CHP plants. The growth of other renewables relates mainly to wind power and heat pumps. For the transportation sector, Finland has set the 20% RES target, instead of the minimum 10% set by the EU. Part of the biofuels are second generation, which are double-counted in the RED, resulting in a 15% RES target in transport in energy terms.

In Norway, the goal is to double the bioenergy use by 2020 compared to the 2006 level (14 TWh) and to reach 28 TWh. The bioenergy use is expected to grow mainly in the heating and transportation sectors (NVE, 2014).

Since Iceland has abundant resources of hydro and geothermal energy for electricity and heating purposes, the use of biomass for energy supply is likely to be limited mainly to transportation (in competition with increased electrification). Thus, in a Nordic context, the potential growth of biomass for energy supply is small in Iceland.

Outlook for 2050
In a long-term perspective, the Nordic ETP modelling shows a substantially increased bioenergy use in the CNS. The total primary energy demand for biofuels and waste is expected to increase from 300 TWh in 2013 to almost 450 TWh in 2050, corresponding to an increased share of the total primary energy demand from 18% to 35%.

The largest increase is seen in transportation, corresponding to almost 120 TWh by 2050 above current use. Around 50 percent of the increase in the transportation sector is supplied by increased imports (almost 60 TWh) of liquid biofuels for transportation (the current version of the Nordic ETP model does not include imports of non-liquid biomass). Thus, this increase is a dramatic change in net import of liquid biofuels from the current level of around 6 TWh as discussed in the previous section. Imported biofuels for transportation in the period 2030-2050 play an increasingly important role for most Nordic countries in the CNS scenario (Figure 1.24). However, the imported amounts of biofuels to the Nordic region are small in a global context, on the order of 1% of global liquid biofuel transport demand in 2050. The main exporting regions/countries for biofuels in 2050 are Russia (and some other countries of the Former Soviet Union), Latin America and Canada according to the Nordic ETP modelling.

In the other sectors, the changes in bioenergy use are less dramatic. The bioenergy use for heat and power is slowly reduced and drops by approximately 10% during 2013-2050, while the final energy demand within industry increases by around 5% in the same period. In the buildings sector, the final energy demand of bioenergy is reduced to one-third of its 2013 level. This amount is a large relative reduction, but in absolute terms (some 27 TWh reduction between 2013 and 2050), it is less significant compared to the changes in the transportation sector. To sum up, over the period 2013-2050, the bioenergy use for transportation grows ninefold to surpass buildings and industry and equal the demand from heat and power.
According to the Nordic Energy Research-funded research project ENERWOODS (Rytter et al., 2014), substantially increasing the harvest of forest fuels (tree tops, branches and stumps) within the Nordic region is technically possible. In 2050, the ENERWOODS project estimates technical potentials (with different restrictions and with various measures to maximise yield) in the range of 190-370 TWh/yr. Compared to current levels, these numbers indicate a possible increase in Nordic supply of at least 60-240 TWh/yr.

So, why is bioenergy import needed if large bioenergy potentials exist within the Nordic region? The most important answer is that it depends on price and availability. As mentioned, significant volumes of biomass are currently imported to the Nordic countries, both for use in the transportation sector and for stationary energy use. In Sweden, for example, several large combined heat and power plants are located close to a harbour but relatively far from domestic bioenergy resources. Import from the Baltic region by boat is an economically competitive option compared to inland transport by train or truck. The driving forces for import/export are to a large extent depending on policy instruments in each country that affect the paying ability for bioenergy. Furthermore, although the technical bioenergy potential might be large, the economic potential might be much smaller. In the case of forest fuels, for example, the major technical potential in Sweden is related to the use of stumps. The current market price and availability of other bioenergy types, however, make harvesting of stumps for energy use economically unfeasible (and potentially controversial because of biodiversity issues, for example), which explains why the current use of stumps in Sweden is very limited. Based on data from the Skogforsk annual survey among Swedish forest fuel producers (Skogforsk, 2014), and assuming the same price to the forest owner as for branches and tops, the price of stumps would be EUR 6-7/MWh higher than for branches and tops (delivered at the plant).

One reason for introducing additional policy instruments supporting domestic biomass resources could be goals on self-sufficiency (even though self-sufficiency might come at an extra cost). Another reason could be to have a larger possible influence on the sustainability aspects of the biomass production because introducing laws and regulations for domestic
production is easier compared to imports. If and how policy instruments supporting the use of domestic/Nordic biomass resources should be developed is a question for further research.

The substantial net import of biofuels, as suggested by the NETP modelling, rests on a number of key assumptions that determine the balance between importing biofuels and producing them domestically in the Nordic region. Such assumptions include not only biomass-resource costs but also costs and technological development of conversion technologies (such as liquefaction and gasification) for producing biofuels in the Nordic countries or producing them in other regions of the world. The prospects of biofuel production are uncertain due to the relative immaturity of second-generation biofuels, for example, which are generally viewed as a key niche for the Nordic countries. Modelling an alternative development path for the technological development may alter the balance between imported and domestically produced biofuels.

Nordic cooperation and national efforts, including R&D activities, could make it competitive to further utilise the large technical potential in the Nordic region and thus decrease the Nordic import dependency of biomass compared to what is indicated by the Nordic ETP modelling, especially post 2040. Such a development would, however, require efforts to both reduce costs for domestic Nordic biofuel production and further exploit biomass resources.

Decarbonising transport poses significant challenges

Recent trends

Activity

In the first decade of the millennium, Nordic countries experienced rather stable passenger activity (measured in passenger-kilometres – pkm), with growing activity concentrated in passenger aviation (up by 55%, in line with global growth in the sector). The share of aviation in passenger transport activity (pkm) in each of the Nordic countries is also higher than the OECD average (26% across all the Nordics versus 20% across the OECD). Iceland stands out as the Nordic country with the highest share of pkm per capita on aircrafts, as well as the highest share of freight (tonne-kilometres – tkm) per capita on ships.

In 2013, the most passenger transport activity took place in Sweden (one-third), followed by Finland, Norway and Denmark, each being responsible for about one-fifth (Figure 1.25). Only 3% of the pkm took place in Iceland. The national share of freight transport activity in the region was also highest in Sweden. The 25% share of Norway in the Nordic total freight activity reflects the importance of oil trade in shipping. As in the case of passenger activity, Denmark and Finland were characterised by similar tkm, each representing 18% of the regional total. Iceland accounted for 3% of the Nordic region’s freight activity.

4 From 2000 to 2013, according to IEA energy balances (IEA, 2015b), the share of domestic aviation final energy use out of total (domestic plus international aviation) final energy consumption had ranged between about 50% and 75%. No clear trend emerges from the historic time series, and IEA modelling does not delineate between domestic and international aviation activity.

5 Estimates of aviation activity include all domestic and outbound international pkm.
**Figure 1.25** Passenger (pkm) and freight (tkm) activity mode shares in 2013
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Note: Note that the volume of urban freight activity is less than ten times the total freight activity.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

Due to their unique geography and high income levels, the Nordics are characterised by high shares of aviation in passenger activity, as well as high shares of marine shipping, complemented by low shares of rail activity in freight, relative to the OECD.

Denmark is the only Nordic country to have a significantly higher share of travel on rail (12%) than the OECD average (6%), while bus travel in Norway stands out with a pkm share significantly higher (18%) than other Nordic countries and the OECD average (4% and 7%, respectively).

Freight in the Nordics is dominated by marine shipping – 93% of total tkm are shipped by boat, versus 83% on average across OECD economies. In contrast, the share of freight transported by rail is much lower (2%) than the OECD average (7%). The combination of high shipping and low rail freight activity shares likely reflects once more the importance of oil exports from fields in the North Sea, as well as many facets of the Nordics’ unique geography, including relatively low population densities, which reduce the cost-effectiveness of rail networks, coupled with relatively high ratios of urban centres accessible via navigable coastlines and river banks to landlocked populations.

**Energy use**

Total final energy demand by the Nordic transport sector totalled 1.2 (EJ) in 2015, representing 26% of total final energy use in Nordic countries.

Passenger transport accounted for 52% of transport energy use, and freight for the remaining 48%. The share of freight on total transport energy consumption is higher than both the global
and the OECD averages of 40% and 36%, respectively. This difference is primarily a consequence of the high share of shipping activity on overall transport, the relatively energy efficient passenger vehicle fleets of Denmark and Norway and the per capita ownership level of personal vehicles (comparatively low, given the high personal income level of Nordic countries, when compared with the OECD average).

Sweden accounts for the major part of the transport energy demand in Nordic countries (more than a third total), followed by Finland, Norway and Denmark, each being responsible for an equal share of energy demand of about 20%. Given its much smaller size in terms of population and economic activity compared to the other Nordic countries, Iceland only contributes marginally (about 3%) to the region's transport energy use.

**GHG emissions**

In 2013, greenhouse gas (GHG) emissions from fuel consumption in the Nordic countries amounted to 42% of total energy-related emissions in the Nordic region (including international aviation and marine bunkers associated with the region). This share is far higher than the OECD average share of transport in economy-wide energy-related emissions (31%). Iceland had the highest share of transport on total energy-related emissions (65%), followed by Sweden (60%), Norway (44%) and Denmark (36%). Only Finland (28%) had a lower share of transport on total energy-related emissions than the OECD average (IEA, 2015a). However, these high shares are primarily attributable to the high share of renewable electricity generation sources.

Total transport emissions were evenly distributed between passenger and freight transport in 2013, with road modes being the top emitters in passenger as well as in freight transport.

From 2000 to 2013, the Nordics’ transport-related GHG emissions decreased slightly (4%), from 77.9 to 74.9 Mt CO$_2$eq (IEA, 2015a), at a slower rate than economy-wide energy-related emissions, which decreased by 15% over the same time period. In 2013, Sweden accounted for 36% of the Nordic countries’ total transport emissions, followed by Norway (22%), Denmark (21%), Finland (19%) and Iceland (2%).

In 2015, the emissions intensity of the passenger transport mix in the Nordic region (on a well-to-wheel basis) was estimated 18% above the average of European OECD member countries, at 149 g CO$_2$/pkm. The importance of shipping in the Nordic regions justifies an estimate of the GHG emission intensity of freight transport that is 18% below the average of the OECD Europe, at 21 g CO$_2$/tkm.

**Urban transport**

The characterisation of urban and non-urban transport parameters outlined here builds on the following methodological choices:

- Passenger two- and three-wheelers have been considered to be exclusively urban modes.
- Passenger light-duty vehicles (PLDVs), buses and rail transport vehicles have been assumed to contribute both to urban and non-urban passenger transport.
- Passenger air transport has been entirely allocated to non-urban transport.
- Light commercial vehicles (LCVs) and medium freight trucks (MFTs) have been assumed to contribute both to urban and non-urban freight transport.
- Heavy freight trucks (HFTs), freight rail and shipping/navigation have been entirely allocated to non-urban freight transport.
The methods used to disaggregate urban and non-urban vehicle stock, activity, and specific energy intensity are the same adopted for the analysis carried out in the 2016 Energy Technology Perspectives (IEA, 2016a).  

Urban passenger transport was estimated to account for 51% of the total passenger transport activity in the Nordic region in 2015. This percentage is in line with the OECD average, even if urban dwellers accounted for a larger fraction of the total population in the Nordic regions (85% against 80%) (UN, 2014). The urban passenger activity share was lowest in Iceland, primarily because of the high amount of pkm per capita for air transport (which is allocated to non-urban mobility).

The overwhelming majority of urban passenger transport energy use is due to cars (e.g. 79% for Norway and 93% for Sweden), followed by marginal contributions from urban rail, two-wheelers and buses (Figure 1.28). Regional averages obscure the fact that certain Nordic cities are global leaders in implementing strong, effective road pricing schemes (cordon pricing in Stockholm; electronic urban tolls in Bergen and Oslo) and in providing accessible, reliable and safe walking and cycling infrastructure (Copenhagen). Other cities are test beds of innovative Mobility as a Service (MaaS) cooperative concepts aiming to maximise the opportunities offered by different transport providers and on a diversity of modes (Helsinki). Case studies of Nordic cities can be found in Chapter 2.

Urban freight activity and energy demand in the Nordic countries mirror the global trend: very little freight activity (about 1% of tkm) takes place in urban regions, but urban freight transport accounts for a sizeable share (20%) of total urban transport energy demand. This share is explained by the substantially higher energy intensity (MJ/tkm) of light commercial vehicles and mid-duty trucks operating in urban areas compared to other freight transport modes.

As such, urban freight offers opportunities for targeted action on a small subset of the truck fleet primarily used in metropolitan areas. Given their commitment to reducing transport emissions, Nordic countries could experiment with solutions such as switching to low-carbon fuels (e.g. via hybridisation and electrification, or through switching to biogas or low-carbon biodiesel sources such as food and municipal waste). Plug-in hybrid electric truck configurations, for instance, could be stimulated by local policies restricting the use of internal combustion engines (or prioritising access for trucks running in electric mode) in urban neighbourhoods subject to higher exposure to local air pollution on daily times characterised by higher congestion levels. Novel ways of optimising operations and logistics, building on the increased availability of information technologies and sharing/pooling opportunities to minimise empty running, rely more on larger vehicles and reduced travel distances (effectively a strategy allowing reducing transport activity) offer further potential in this sector to deliver significant results in pollutant and GHG emissions mitigation in the urban environment.

6 This disaggregation was performed using a combination of assumptions, such as the methodological choices made for the modal allocations, regression analyses and GIS methods. GIS methods were applied to characterise urban regions with differing densities and urban areas suitable for the deployment of high-capacity public transport. Regressions were used to fill data gaps, e.g. combining comprehensive information available in specific records with datasets having a wider global coverage but a lower degree of detail. In particular, the allocation of vehicle stocks into urban or non-urban categories was made according to the percentage of the population designated as urban versus non-urban by the United Nations in their 2014 World Urbanization Prospects revision (UN DESA, 2014). Estimates on urban and non-urban mileages were derived on the basis of assumptions on average travel time and data on the average speed in urban areas from the UITP Millennium Cities Database (Kenworthy and Laube, 2001) and following updates. Fuel economies have been assumed to be 10% worse (when measured in L/100 km) in cities than average fuel economies calculated combining urban and non-urban driving. In the case of the Nordic countries, the estimated gap between urban and non-urban fuel economy reflects the magnitude of the gap emerging from testing procedures carried out on urban and non-urban driving cycles.
Current policies and goals

The Nordic countries are among the global leaders in terms of implementing policies to promote sustainable transport and to decarbonise the transport sector. Denmark, Sweden and Norway have ambitions of complete carbon neutrality (including transport) by 2050, while Finland targets an 80% GHG reduction and Iceland a 50%-70% reduction in GHG levels (both relative to 1990 levels). Even more ambitious goals have been set for Nordic cities: for instance, Copenhagen has set a goal to achieve carbon neutrality by 2025, and Oslo aims to reduce its GHG emissions by 95% relative to 1990 levels by 2030.

Energy and fuel taxes are ubiquitous among Nordic countries, and though the level of taxes on gasoline and diesel automotive fuel varied in each of the Nordic economies, automotive fuel taxes (both for gasoline and diesel) in the Nordics are among the highest in the world (Figure 1.26) (Parry et al., 2014; Wagner, 2014). Diesel tended to be taxed at lower rates (in both in terms of carbon emissions and in absolute terms) than gasoline.

![Figure 1.26 Fuel taxes as percentage of total fuel price, 2011-2013](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

*Fuel taxation rates in the Nordic region have a similar magnitude to those applied in major European economies and are among the highest in the world.*

The 2014 GHG emissions per km of new passenger cars fell below the average values of the European Union (123.4 g CO₂/km) in Denmark (110.2 g CO₂/km), but above the EU average in Finland (127.4 g CO₂/km), Sweden (131.0 g CO₂/km) and Iceland (135.5 g CO₂/km) (EEA, 2015a). Norway was the first country in Europe to have emissions from new cars under the 100 g CO₂/km threshold, with 96 g CO₂/km in the first six months of 2015 (Lagercrantz, 2015).

Norway’s successful result stems from policy support that enabled it to lead the world in EV sales, with market shares close to 25% in 2015 (Gronnbil, 2015) (Box 1.3).
Thanks to aggressive policy actions, Norway has the world’s highest sales shares of electric vehicles (EVs). In 2015, nearly 25% of cars sold were battery-electric vehicles (BEVs) and plug-in hybrid electric vehicles (PHEVs). High sales of EVs must be seen in the context of Norway’s high taxes on vehicle purchases and on fuels. The country’s high registration taxes are broadly based on vehicle emissions performance. The current tax scheme incorporates four elements: CO₂ emissions, NOₓ emissions, weight (kg) and engine size (horsepower) (Bu, 2015). Registration taxes averaged USD 13 500 in 2015 (Bu, 2015). In addition, value-add taxes of 25%, averaging USD 9 500 for a new vehicle (Bu, 2015), are levied on new vehicle purchases.

The Norwegian support scheme for EVs began in 1990 with exemption from vehicle registration taxes, and was gradually strengthened through 2003 to include most of the critical elements that it retains to date (Bu, 2015). Those elements include road and congestion toll exemptions, free parking, zero VAT and access to dedicated bus lanes. To ensure that bus lane access for EVs does not compromise public transit operations, they are not extended in certain cases, as for instance in Oslo during peak congestion hours. Beginning in 2016, other municipalities will have the option of restricting the allotment of free parking and bus lane access at a local level (Bu, 2015). This arrangement, wherein national measures provide a supportive, but not prescriptive, framework for municipal measures to combat local impacts of transport (e.g. health, air pollution, congestion and safety), is a prime example of national policies enabling more targeted and flexible local measures.

The first coordinated, nationwide roll-out of public charging infrastructure began in 2009-2010, during which time nearly 1 800 new normal charging points were installed (Bu, 2015). Over the next five years, national government subsidies for public charging installation and operations were gradually devolved to local authorities. By 2015, more than 500 fast or “semi-fast” charging stations had been built, and more than 6040 public charging points were in operation (Bu, 2015). Plans to provide charging stations across the country’s entire road network by 2016 are on schedule (Bu, 2015). A public, open-source database provides data on charging stations locations to drivers, and updates the availability of charging points in real time.

Despite having already implemented the above policies for more than a decade ago, Norway’s xEV sales shares are a very recent, and unforeseen, phenomenon (Holthe, 2015). The long time lag between policy adoption and market penetration may stem from an evolving vehicle offer profile, characterised by a significant evolution in terms of consumer appreciation between early models and vehicles currently available on the market, suggesting that the Norwegian EV support policy effectively contributed to the EV market development. The long time lag also offers some evidence that clear and consistent policies are necessary to achieve a successful market transformation.

Norway’s purchase and VAT tax exemptions were funded through transfers of revenue accumulated from taxes levied on conventional cars. They have always been explicitly formulated to be temporary measures meant to initiate EV market development. The VAT exception is slotted for removal in 2018, and the registration tax exemption in 2020 (Holthe, 2015). The registration tax system will be reformed in the 2020s to put greater emphasis on new vehicles’ combined performance on NOₓ and CO₂ emissions, and stringency will continue to increase (Holthe, 2015).

EV support policies are based upon the possibility of decarbonising transportation (thanks to the low-carbon intensity of the Nordic electricity mix) and on the potential of reducing costs through technological learning. Recent assessments show that battery costs (the most relevant cost component for EVs) have fallen more rapidly than researchers and analysts initially expected (Nykvist and Nilsson, 2015). Further reductions are needed for EVs to compete without subsidies with incumbent technologies. Ambitious manufacturing developments announced by electric carmakers and battery manufacturers, who aim to double production of lithium
Over the next decade, widening support for EVs across different economies may increase their competitiveness with other technologies, even if technology cost reductions tend to deliver diminishing returns over time: the EV purchase cost gap may fall to within about 10% of the cost of a conventional car with an improved spark-ignition ICE (IEA, 2016b). Policy instruments should be conceived in a way that allows their progressive phase-out once the consumer cost differential between EVs and ICE alternatives begins to disappear.

Continued policy support is important to build on initial developments, stimulating additional savings arising from technological developments. On the other hand, the EV policy support should not underestimate effects on overall car travel, congestion, as well as impacts on the quality of public transport services. Policy makers should also consider the oft-cited critique that the existing scheme translated to extremely high costs per unit CO₂ abated (Holtsmark and Skonhoft, 2014).

The declining importance of fossil fuels following the successful deployment of EVs would also lead to significant changes in the level of government revenues leveraged from fuel taxation. This observation suggests that EVs may only become economically viable in the presence of a switch in the way governments seek revenue streams, such as an evolution towards road usage charging, taking into account wider social and environmental costs of transport (e.g. road damage, congestion and fossil fuel dependence), or other relevant fiscal reforms.

Norway also has recently deployed the first electric ferry service, opening up the electrification option for maritime transport services covering short distances (Adolfsson and Breivik, 2014; Mjøs, 2014; Roe, 2014 and Späth, 2015).

Sweden announced its intentions to transition to a feebate vehicle tax system much like Norway’s (see Box 1.3), using the revenues generated by taxation on vehicles with comparatively poor fuel economy to incentivise those having the best fuel economy performances, including EVs (Palm, 2015). Sweden is further supporting the roll-out of public charging infrastructure and electric buses, and has the intention to work on demonstration-scale inductive charging road infrastructure, which allow EV batteries to recharge while driving (Meyer et al., 2014). Sweden has also recently launched demonstration projects to test the economic and technical viability of highway electrification (Siemens, 2015).

Furthermore, Sweden has a preferential treatment of biofuels with respect to taxation. Biofuels are exempt from the tax on CO₂ tax components applied to energy products (OECD, 2014), which was recently extended. This exemption helps to explain why Sweden is the leading Nordic country in terms of biofuel shares in transport, with a share of renewable fuels (excluding international bunker fuels) exceeding 16% in 2015 (Eurostat, 2014). Compressed natural gas (CNG) and landfill methane, purified into CNG, can also reduce transport emissions, and are promising alternative fuels for long-distance transport. Sweden is leading the Nordics in refining biogas for transport, with shares of biogas in total final energy for transport reaching 1% in 2013 (IEA, 2015b).

Denmark applies high vehicle taxation rates on cars compared to global and even EU averages. The registration tax, in particular, has the magnitude of the vehicle price with VAT (OECD, 2008). These measures explain why passenger vehicle ownership in Denmark (this is also the case in Norway) is low compared with countries of comparable per capita income. A registration

---

7 Feebates combine fees on vehicle registration / purchase taxes on high CO₂ intensity vehicles with rebates on high-efficiency and low-emitting vehicles. Differentiated taxation under feebate schemes can be constructed to be revenue neutral, or it can serve as a source of revenue (e.g. for public transit or electric vehicles).
tax reduction is in place for energy-efficient cars. Electric and hydrogen cars were also exempted from the registration tax through 2015 (IEA, 2013), but this advantage is slated to be phased out in 2016.

Iceland introduced a carbon tax on most fossil fuels in 2010, with a rate reflecting approximately 50% of the price of emission allowances in the EU Emissions Trading System (EU ETS) at the time – i.e. about EUR 14 per tonne of CO₂ (OECD, 2014; Shafiei et al., 2014). The tax was raised to 75% of the ETS price in 2011 (Shafiei et al., 2014). Iceland is also applying a CO₂-related differentiation of excise tax rates (with tax exemptions for vehicles with the best fuel economy, and tax rates rising progressively, up to 65% of the vehicle value, with increases in the specific fuel consumption) on vehicle purchases since 2011, as well as a CO₂-differentiated annual tax on vehicle use (OECD, 2014a).

Starting in 2007, Finland began to levy vehicle purchase and annual circulation taxes on cars, both of which are differentiated according to emissions in g CO₂/km. Under current legislation, the purchase zero-emission vehicles is taxed at 5%, and the maximum tax rate of 50% applies to cars with emissions intensity exceeding 360 g CO₂/km. Annual registration taxes are also scaled according to CO₂ emissions, and range from about EUR 70 to 620 per year (MoE, 2015).

Finland also sits at the forefront of advanced biofuels industry, with a focus on the domestic production of drop-in advanced biofuels. The country is capitalising on a strong background in research and development for bio-refining and biofuels, its forest resources and a strong bio-economy. A range of private-sector companies have stepped forward, including commercial-scale bio-refineries using hydro-treatment to produce renewable diesel from a range of wastes and residues. This trend includes the commissioning of a 120 million litre per year capacity plant in early 2015, as well as smaller applications focusing on installing technology on site to use industrial wastes from the food and drink industry.

**Prospects**

Vehicle emissions standards across the Nordics follow the ambitious EU targets of reducing average new vehicle emissions to a maximum of 95 g CO₂/km by 2021. Both the 4DS and the CNS scenarios reflect successful achievement of this target, which require a steep downward trajectory for average fuel consumption of new vehicle sales through 2020. Thereafter, in the 4DS, the rate of improvement gradually levels off through 2050. As a result, national passenger LDV fleets improve from their current (2015) average fuel economies of 4.2 to 5.4 Lge/100 km, reaching 3.1 to 3.9 Lge/100 km by 2050. In the CNS scenario, the efficiency of new vehicles continues along roughly similarly ambitious trajectories from 2015 to 2020 through mid-century. The result is that national passenger LDV fleets average 2.4 to 2.9 Lge/100 km by 2050, thanks to the increased deployment of energy-saving technologies.

Realising the EU 2021 CO₂ emissions target on new vehicle sales requires not only fuel efficiency improvements on existing technologies but also rapid penetration of alternative drivetrain technologies such as hybrids and electric vehicles (e.g. BEVs and PHEVs). Low-carbon fuel alternatives to gasoline and diesel, such as biofuels or CNG (including CNG derived from biogas), will also need to contribute to meet the targets.

In the CNS, the rapid penetration of EVs eventually translates to a shrinking stock of conventional ICE vehicles, which begins to decline from 2025 (Figure 1.28). In the 4DS scenario, in contrast, the stock of conventional ICE vehicles stabilises and remains roughly at current levels through 2050. Strong diesel LDV sales over the second half of the 2000s have led to a high proportion of diesels in the LDV stock in 2015. However, given recent discoveries involving the discrepancies between tested and on-road emissions of local pollutants and a likely increase in the market penetration of hybrids (to comply with fuel economy standards),
the rise of diesel in the ICE fleet will likely plateau or decline in the coming decade, even in 4DS. In the CNS, alternative powertrains such as hybrids, plug-in hybrids, and battery-electrics begin to account for substantial and increasing stock shares beginning around 2025. A nearly complete phasing-out of conventional ICE vehicles by 2050 will be needed to reach full decarbonisation ambitions. New registration shares of EVs for PLDVs reach nearly 70% in 2050, well above the OECD average of 55%. By mid-century in the CNS, battery-electric vehicles represent the majority (60%) of vehicles operating across the Nordics (against 45% as OECD average). Norway’s policies, oriented toward support for EVs, place the country at the forefront of the early and widespread EV adoption characterising the CNS scenario (see Box 1.3 for more on the policies that Norway adopted to achieve their EV targets).

Key point: Nordic transport becomes more efficient towards 2050 in the CNS, transitioning dramatically from fossil fuels to biofuels and electricity.
By 2050 in the CNS, biofuels comprise nearly two-thirds (63%) of total final energy use in transport, with Sweden accounting for more than one-third (36%) of this consumption. The large Swedish share reflects that country’s policy support for a diversified energy mix featuring biofuels as the primary low-carbon alternative fuel in heavy, long-distance transport modes (e.g. HDVs, shipping and aviation).

In the 2016 edition, Nordic Energy Technology Policy (NETP) scenarios are founded on a critical reassessment of the potential of biofuels in general, and of first-generation biofuels in particular. In the past five years, conventional biofuels have confronted challenges on many fronts – technological, economic, environmental and political. These challenges include continued issues related to maintaining economic competitiveness with products of petroleum in the absence of mandates or subsidies, or both, particularly in periods of low oil prices. Other challenges include growing concerns, mounting evidence, and continued controversy regarding the potentially detrimental consequences of land-use change and the impacts of market-mediated impacts on the actual carbon footprint of biofuels. The latter concern ultimately led to a reassessment of biofuel mandates in the EU. One consequence of these developments is the postponement of the market uptake of biofuels in all scenarios. In CNS, this postponement translates into a delayed development, scale-up and wide-scale market deployment of low-carbon (advanced or second- and third-generation) biofuels. This near-term deployment of low-carbon biofuels production pathways is itself technology-optimistic and based on an assumption of successful policy support (including RD&D funding and mandates or other market-based incentives).

Nordic countries already widely implement many of the key policies that result in limiting the growth of car ownership. In addition to high national-level fuel and vehicle taxes across the Nordics (vehicle taxes are particularly high in Norway and Denmark), many regions and municipalities in the Nordics (including Stockholm, Oslo and Bergen) have implemented road pricing, road tolls and access restrictions in city centres. The result is that the potential for further decreases in vehicle ownership per capita are more limited in the Nordics than elsewhere. Vehicle ownership per capita grows at a very low rate, following similar trajectories in both the 4DS and CNS scenarios over the coming decades.

Another consequence of the already strong pricing and regulatory policies restricting the utility of owning and operating cars in the Nordics is the potentially limited efficacy and future potential of avoid/shift measures (where avoid indicates the reduction of the need to travel, e.g. due to shorter trip distances or fewer trips per day, and shift designates modal shift from personal cars to other less energy-intensive modes, such as public transit and walking/biking). In other words, since the Nordics are already global leaders in reducing dependence on personal cars (once their high average income levels are factored in), modelling results suggest that further gains in avoid/shift measures might be difficult to achieve and limited in magnitude; it is difficult to further enhance performance when the bar is high. Although these insights are valid as a matter of forecasting based on historic experience, they cannot predict the impacts of novel technologies or shifts in cultural/behavioural paradigms. As such, the potential of avoid/shift levers might indeed be limited, but it should not be discounted out of hand.

Indeed, the ambitious initiatives of cities such as Oslo and Helsinki suggest that further emission reductions could be achieved through new policies (such as Oslo’s efforts to reduce car traffic by 20% by 2020) and novel mobility services (such as Helsinki’s pioneering in MaaS). New paradigms and approaches seem warranted not only as a means of achieving Nordic cities’ ambitious mitigation goals, but also as a way to conceive, develop, and test novel approaches that might be adopted globally.
**Key point**  
Electricity of light-duty vehicles and of trucks (MFTs and HFTs) is a key component of decarbonisation of the transport sector. To achieve the CNS, one-quarter of LDVs and nearly one-half (47%) of trucks must run on hybrid drivetrains, and another two-thirds of LDVs and nearly one-third (31%) of trucks must be EVs (including PHEVs, BEVs, and fuel cell electric vehicles [FCEVs]).

In light of the above considerations, improve strategies toward decarbonising mobility – developments in vehicle efficiency and in the production and adoption of low-carbon fuels – take on increased significance in the Nordics. Strategies should pursue a portfolio of technologies aimed at maximising abatement potential and accounting for the unique characteristics of each mode. Biofuels are best suited for liquid fossil fuels for long-distance, heavy-duty road and marine freight and aviation. Electric or hydrogen vehicles relying upon electricity generated from renewable sources are best suited to replace fossil fuels in urban, light- and mid-duty freight, and short distance passenger trips. Long-term prospects for hydrogen fuel-cell electric vehicles (FCEVs) are limited, even in the final decade of the CNS, by competition with conventional electricity storage technologies (namely pumped hydro storage) and to some extent limited availability of low-cost excess electricity thanks to better integration of electricity markets. The limited uptake of hydrogen and FCEVs in CNS also reflects the high investment risks represented by the need to shift to centralised hydrogen production (a requirement to make sure that hydrogen can be produced at affordable costs) (IEA, 2015d) and to build up an adequate (and costly, especially in a region with low density of population) hydrogen distribution infrastructure. A strategic decision by Nordic countries to collaborate around infrastructure for gaseous fuels could potentially make prospects for hydrogen vehicles brighter.
The onus on technological developments to deliver the largest part of carbon savings is reflected in the continuous growth of passenger and freight activity until 2050, with broadly similar patterns in both scenarios (Figure 1.29).

**Figure 1.29** Decoupling of transport GHG emissions and passenger and freight services in the CNS


**Key point**  
To achieve the CNS, recent gradual progress achieved in the Nordic countries in decoupling GHG emissions from transport services (passenger activity [pkm] and freight activity [tkm]) will need to accelerate dramatically through mid-century.

The main difference between the 4DS and CNS is the assumption under CNS that part of the growth in aviation is shifted to high-speed rail (HSR), which has the potential to provide a similar service to air travel in terms of carrying capacity and travel times. The energy and carbon intensity of HSR is comparable or even lower than that of other public intercity modes (such as bus and rail), and far lower than aviation, which is on average the most carbon-intensive passenger mode.

Developing a high-speed rail infrastructure network capable of competing with aviation, as required in the CNS, could pose significant challenges in the low-density and challenging geography of Nordic countries. In CNS, the HSR share in Nordic countries (out of the total of HSR and aviation) is 13% by 2050, reflecting a potential restricted only to major axes (e.g. between Nordic capitals). This share compares with current shares of 23% in France, 10% in Germany and nearly 40% in Japan. The 2050 HSR share is comparable to the values characterising low-density countries such as the United States (15%) and well below the figures seen for the main EU countries (France, Germany, Italy and the United Kingdom, with an average of 38%) in a low-carbon scenario. This share also falls below the figures applying, in the same scenario, to rapidly developing economies in Asia (China and ASEAN get close to 30%). Despite the relatively modest share and low potential of HSR to substitute for high GHG-intensity long-distance passenger travel (i.e. by car and air), the investment costs of building the HSR system are considerable – as detailed in the investment section below.

In the 4DS, transport energy demand in the Nordics remains stable through the first half of the century, at around 1.10 EJ. Fossil fuels still supply 90% of this demand in 2050, which
results in a decrease in overall CO₂ emissions from the transport sector of only 3% by mid-decade relative to a 2000 baseline.

Among passenger modes, cars remain the main energy consumer by 2050, although aggregate energy demand by passenger LDVs in 2050 is about 30% lower than in 2000, primarily thanks to increasingly reliance on low-carbon alternatives to gasoline and diesel, and to improvements in vehicle efficiency (which are the combined effect of hybridisation, electrification, and improvements in conventional ICE powertrains). The share of energy consumed by air travel grows over the same time period, and accounts for nearly 20% of total passenger transport energy demand by 2050. As a result, passenger transport emissions decrease by roughly 10% in 2050 from 2015 levels, reaching 45 MtCO₂-eq.

The decrease in passenger energy demand in the 4DS scenario is coupled with a rather stable trend of freight energy use between 2000 and 2050, dictated by an increase in freight energy demand in shipping and compensating downward trends in heavy trucks and other freight modes.

The CNS scenario implies a more radical change in energy-use patterns by 2050, even in the Nordic countries. Total energy use mid-century decreases by over 20% compared with 2000, to 0.87 EJ. By 2050, fossil fuels account for only 25% of final energy use in transport. Biofuels account for the majority (63%) of final energy use, and electricity for 10% (note, however, that the share of electricity in final energy is lower than its activity share due to the high powertrain efficiency of electric motors). Urban areas will see their transport energy use cut by 35%, and non-urban areas by 22%, in the CNS.

This reduction in energy use is realised mainly through adoption of new technologies. Final energy use decreases, despite increases in overall passenger and freight activity by over 70% from 2000 to 2050. Energy-savings potential is greatest in the largest energy-consuming mode: passenger cars, which, despite continuously increasing vehicle-kilometres (vkm), improve significantly in terms of specific energy intensity.

By 2050, 31% of PLDVs are fully electric in the CNS, and two-thirds of PLDVs will use electric powertrains: either full battery-electric, plug-in hybrid or fuel-cell electric. International cooperation allows widening the market for technology deployment. Key advantages stemming from joint action are reduced technology deployment costs for each of the countries involved (thanks to a quicker cumulative deployment of EV technologies) and by the higher market penetration allowed by the interoperability of the electricity supply equipment across countries.

In the CNS, electrification occurs in other modes as well, with plug-in hybrids accounting for 10% of the heavy-duty vehicle stock, and EVs making up about 70% of light commercial vehicles (LCVs) in urban areas by 2050. The rapid uptake of these clean technologies, targeting key energy-intensive segments of transport – especially car use and urban freight deliveries – enables substantial energy and emissions savings.

Fuel shifts are also substantial over the 2000-50 period in the CNS. Fossil fuels give way to biofuels and electricity, which collectively represent three-quarters of overall transport energy use in 2050. Since electricity is already almost fully decarbonised in Nordic countries, and biofuels are produced via pathways with low well-to-wheel emissions in the CNS, a 72 MtCO₂-eq decrease in annual emissions in 2050 relative to 2000 emissions levels can be achieved for the transport sector. This reduction corresponds to an average decrease of 2 MtCO₂-eq per year between now (2015) and 2050 and is a significant development: the magnitude of the change in 2050 exceeds Sweden’s total GHG emissions in 2013 (55 MtCO₂-eq) (Figure 1.30). Sweden, which emitted the most transport-related GHGs among the Nordics in 2015, accounted for 37% of the total transport-related CO₂ emitted by the five Nordic countries. Swedish transport contributes in the CNS to over a third of CO₂ emissions abatements compared to
a 4DS trajectory (see Figure 1.23). Each of the Nordic countries will need to cut its current (2015) transport emissions by 70% to 80% by 2050 to achieve CNS goals.

In all countries except Iceland, modal shifts to rail transport also contribute to energy savings – from passenger cars in urban areas, from passenger cars and aviation in non-urban areas, and from trucks in freight activities. However, the share of energy reduction due to these shifts is small compared to the contributions of vehicle efficiency. As a result of these shifts, passenger rail activity is over 60% higher in 2050 in the CNS than in the 4DS scenario, and car and aviation activity is reduced by about 25%.

**Figure 1.30**

GHG emission reductions in the CNS in transport, by country and mode


**Key point**

GHG emission reductions are roughly proportional to current emissions shares across the Nordic countries. Mitigation efforts must focus on emissions resulting from non-urban transport activity and modes (e.g. low-distance passenger and freight activity, including aviation and trucking). Reducing emissions from these sectors has proved difficult to date.

**Key actions - Transport**

Significant potential exists to reduce carbon emissions from the transport sector in the Nordic region. The extent to which this potential can be tapped, and in fact the feasibility of the CNS scenario itself, depend on several factors. Some of these factors are exogenous to the Nordic region, such as the costs of alternative drivetrain and fuel technologies (e.g. low-carbon biofuels pathways and electric vehicles) – which are mostly driven by learning effects and economies of scale at the global level, and the evolution of conventional fossil fuel costs (especially products of petroleum) in international markets. The capacity of Nordic policy makers to influence these factors relies primarily in their capacity to influence European and global policy development, e.g. through action carried out in international fora. In parallel, Nordic countries have to mobilise regional and domestic drivers toward decarbonisation.
Policy makers in Nordic countries may be able to exploit the current context of low oil prices to increase fuel taxes above current levels, thereby providing even stronger price signals to motivate the system-wide modifications to behaviour and business needed to realise the CNS. Similarly, policy coordination within and among the Nordics at the municipal and national level could serve to further accelerate and diffuse innovative and successful best practices. In this context, harmonisation of EV-charging infrastructure should be a priority, given the high penetration of EVs in some Nordic countries’ fleets.

Reductions in transport activity (avoid), shifts to less carbon-intensive transport modes (shift), and adoption of more efficient or innovative transport technologies (improve) are all ultimately the results of choices made by citizens, businesses, and public mobility providers. Whether or not such choices lead to long-term decarbonisation will depend largely on the degree of ambition of policies such as road tolls/parking fees, access/parking restriction and public transport support.

The potential for avoiding trips into Nordic cities is constrained by urban form. Many Nordic cities have been designed and zoned to accommodate mixed land use, multi-centric urban structures and multimodal transport options. However, continued efforts to combat suburban and exurban development and to promote densification will pay off in the long term.

Further shifts from cars to non-motorised travel (walking and cycling) and public transit will require further investments in what are in many Nordic cities already world-class transit and non-motorised systems and infrastructure. Shifting mobility towards energy efficient modes also calls for moving toward legal and fiscal frameworks that promote Transit Oriented Developments (TOD) and urban forms that are conducive to public and non-motorised transport modes.

Improving the efficiency of an already very efficient car fleet will require concerted efforts, but examples of promising paths forward exist. Norway’s policies have begun to lay out the foundation for a rapid growth in electric car sales (see Box 1.3). The Norwegian policy experience (including future debates and decision on how to develop it further) will certainly offer important lessons on the promotion of electrification, not just in other Nordic countries. Electrification must extend beyond the passenger light-duty vehicle fleet to include buses, trucks, and even two-wheelers. Finally, meeting the region’s ambitious decarbonisation goals in transport will require incorporating low-carbon biofuels into the transport energy mix.

Many Nordic cities are among global leaders in provision of high-quality and convenient public transit, implementation of strong pricing (such as congestion charging and tolls) and regulatory policies (such as urban access restrictions for diesel trucks). Achieving CNS goals will require maintaining the strong policy framework in place and further strengthening it with Travel Demand Management (TDM) policies such as congestion charges, parking fees, road tolls, access and parking restrictions, even in the cohort of cities that lead the world in progressive and sustainable transport policy (such as Stockholm and Oslo).

Enabling modal shifts in the CNS in both individual passenger and freight transport will also require investments for the supply of public transport services, including rail. Copenhagen provides a good example of how cycling can be stimulated, and the large increase in cycling in Stockholm in the last decade - even in the absence of major upgrades of cycling infrastructure - indicates a large untapped potential. Mode shift will need to build on the combination of “push” (e.g. car registration fees and other pricing mechanisms) and “pull” measures (e.g. operation subsidies to increase the quality and attractiveness of public transport).

The CNS is extremely ambitious; the scenario requires historically unprecedented penetration rates of advanced technologies for increasing vehicle energy efficiency and reducing or eliminating emissions from fuel production and combustion (improve). Additionally, energy efficiency improvements in conventional vehicle technologies should not be given less priority.
than alternative drivetrains, because they remain a crucial means of achieving emissions reduction for the 2030 time frame.

Substituting low-carbon biofuels for oil products across modes that require high-energy-density fuels will be a difficult but essential component of meeting long-term CNS targets. Deployment of major coordinated investments will be necessary – not just in the Nordic countries – to increase the use of hydrogen in transport applications. Long-term targets for low-carbon fuel standards are needed to stimulate the emergence of solutions capable of contributing to low-carbon fuel production, including (but not only limited to) advanced biofuels. These targets must be complemented by technology-push measures to increase the technical viability and economic competitiveness of low-carbon biofuel production processes.

Achieving the decarbonisation targets envisioned by the CNS for the transport sector in the Nordic region requires an ambitious, systemic, long-term policy commitment. Success would put the Nordic region among the global leaders – enabling the Nordics to set the pace for other countries pursuing carbon-neutral and rapid decarbonisation targets over the long term, spurring and providing the knowledge basis needed for global transition.

Industry: Innovation will be the deal breaker

Recent trends

The Nordic industrial sector8 accounted for 36% of the total final energy use and 18% of total CO₂ emissions in Nordic countries in 2013, with industrial energy consumption reaching 1 510 petajoules (PJ), a 6% decrease compared with 2010 levels. This decrease is mainly due to a moderate decrease in domestic industrial production levels, and partly to structural changes in the industrial sector and energy efficiency improvements. Since 2010, the Nordic aggregated average industrial energy intensity9 decreased by 2%, and the share of energy-intensive sectors10 in total industrial final energy use fell 5 percentage points in the region. As a result of all these factors, a 9% reduction was observed in direct industrial CO₂ emissions from 2010 levels, including those inherently generated in industrial processes.11

Sweden, Finland and Norway account for 90% of the Nordic industrial final energy consumption (37%, 32% and 21%, respectively), with the remaining energy use in Denmark (6%) and Iceland (4%). In terms of sectorial distribution, pulp and paper accounts for about a third of the total industrial final energy use, followed by chemicals and petrochemicals (20%) and by aluminium and iron and steel (13% and 12%, respectively). Given these large shares, the analysis in this section focuses on the five energy-intensive industrial sectors; however, other less energy-intensive industries (e.g. food and beverage, textile) jointly demand as much energy as the second largest industrial energy user, at 20%.

The Nordic industrial system has specific, inherent features, which while posing some challenges, also offer valuable opportunities for achieving objectives for ambitious carbon emissions reduction. First, the Nordic industry has a relatively high reliance on energy-intensive sectors, at 79% of final industrial energy use in average, and as high as 93% in Iceland or 84% in Norway, compared with the global average, of 68%. For instance, the aluminium sector is

---

8 Industrial final energy use in this report includes energy use as petrochemical feedstock and energy use in blast furnaces and coke ovens.
9 The aggregated average industrial energy intensity refers to total final industrial energy consumption over industry value-added (GJ/USD 2014 PPP). PPP = purchasing power parity.
10 Energy-intensive sectors refer to iron and steel, chemicals and petrochemicals, cement, pulp and paper and aluminium.
11 Reported industrial direct CO₂ emissions include process emissions generated in cement, aluminium, crude steel and chemicals production due to the use of carbon-containing feedstocks.
well engrained in the economies of Iceland and Norway, as is the production of pulp and paper in Sweden and Finland, because these sectors benefit from available rich natural resources.

Second, despite this dependence on energy-intensive processes, the important weight of the paper sector in the Nordic industrial structure drives down the share of fossil fuel consumption in industry, which stands at 34% (see Figure 1.31) compared with 72% globally or 69% in OECD economies on average. This comparative share means that, while 27 tonnes (t) of direct CO₂ are emitted on average per terajoule (TJ) of energy used in the Nordic industrial sector, an average of almost 60 t and 43 t of CO₂ are emitted in the world and in OECD member-economies, respectively, for the same amount of energy used. Less significant differences are observed at the sub-sector level. The Nordic iron and steel sector, for instance, emits 65.6 t of direct CO₂/TJ, compared with an OECD average of 72.6 t of direct CO₂/TJ for iron and steel making, mainly because of lower electricity prices on average and considerable material recycling rates that drive greater deployment of electric arc furnaces (EAFs) in the Nordic region. Lower-carbon fuel mixes in the Nordic chemicals and petrochemicals sector result in 27.0 t of direct CO₂ emitted per TJ consumed, which is also below the OECD average (28.2 t direct CO₂/TJ).

Furthermore, the Nordic region has been able to maintain a considerable foothold in energy-intensive industries that have significantly reduced their activity or even disappeared in other industrialised countries. This trend is due to several different factors, including the availability of domestic energy and material resources, and maintaining competitiveness of Nordic industries in global markets by prioritising energy efficiency and productivity. Maintaining this industrial capacity, while decarbonising the industry sector, is a major technological and policy challenge.

**Figure 1.31** Energy flows in Nordic industry, 2013

- **Coal** 138 PJ
- **Oil** 279 PJ
- **Natural gas** 103 PJ
- **Biomass and waste** 337 PJ
- **Electricity and heat** 654 PJ
- **Coal** 138 PJ
- **Iron and steel** 174 PJ
- **Chemical and petrochemicals** 296 PJ
- **Aluminium** 191 PJ
- **Pulp and paper** 520 PJ
- **Cement** 25 PJ
- **Other industry** 305 PJ

Notes: In this report, final industrial energy consumption includes energy use as petrochemical feedstock and energy use in blast furnaces and coke ovens. Other industries include non-ferrous metals (excluding aluminium), non-metallic minerals (excluding cement), transport equipment, machinery, mining and quarrying, food and tobacco, printing, wood and wood products, construction, and textile and leather.

Source: Unless otherwise noted, all tables and figures in this report derive from IEA data and analysis.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

_Pulp and paper dominates Nordic industrial energy consumption, driving down industrial fossil fuel consumption._
Scenario results

As previously discussed (see Box 1.1), the 4DS considers concerted efforts to move away from current trends aimed at reducing both energy demand and emissions and serves as the reference scenario for the analysis. The Nordic CNS requires a much deeper carbon emissions reduction than the 4DS, with an 85% reduction in total Nordic carbon emissions compared with 1990 levels.

The main underlying assumption of these scenarios is that only minor changes will occur in the industrial structures and materials production levels of Nordic countries due to the economic maturity in this region, though structural changes and variations in the distribution of material trade flows related to the Nordic industry are possible. The 4DS and CNS are based on the same expected level of materials produced, which is mainly driven by population and GDP development. The rationale for this basis is to enable an accurate comparison of how different process routes and technologies portfolios, as well as increasing implementation levels of resource efficiency measures, can affect final energy demand and direct carbon emissions for the same volume of materials. Paper is expected to remain the largest produced commodity in the Nordic region, staying above the 25 megatonnes per year (Mt/yr) level by 2050, followed by crude steel, cement and aluminium at around 10 Mt/yr, 8 Mt/yr and 7 Mt/yr annual production levels, respectively (Table 1.1).

<table>
<thead>
<tr>
<th>Material production (Mt)</th>
<th>2013</th>
<th>2050 4DS</th>
<th>2050 CNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crude steel</td>
<td>8.5</td>
<td>9.9</td>
<td>9.9</td>
</tr>
<tr>
<td>Paper and paperboard</td>
<td>25.7</td>
<td>26.7</td>
<td>26.7</td>
</tr>
<tr>
<td>Cement</td>
<td>7.4</td>
<td>8.3</td>
<td>8.3</td>
</tr>
<tr>
<td>Aluminium</td>
<td>6.9</td>
<td>7.0</td>
<td>7.0</td>
</tr>
<tr>
<td>High-value chemicals</td>
<td>2.3</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>Ammonia</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Methanol</td>
<td>0.8</td>
<td>0.9</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Notes: High-value chemicals include light olefins (ethylene and propylene) and aromatics (benzene, toluene and xylenes). Aluminium includes internal scrap. Paper and paperboard include production from recovered paper.
Sources: For 2013 production levels, (FAO, 2015; IAI, 2015; USGS, 2015; and Worldsteel, 2015).

As a result of existing policies, a continuation of resource efficiency practices and expected progress in industry-related research, development, demonstration and deployment (RDD&D) streams, the Nordic 4DS already considers a peak in direct CO₂ industrial emissions in 2015. The scenario also incorporates an almost 30% reduction in direct CO₂ emissions intensity (t CO₂/TJ) for similar production volumes of industrial materials by 2050 compared with 2013 levels (Figure 1.32). Remarkably, this shift is expected to be more attributable to increased integration of low-carbon fuels and feedstock in industrial processes, as well as to innovative processes with reduced carbon footprint reaching commercial scale within the analysed time period, than to a significant reduction of the industrial energy intensity of an already relatively efficient industrial stock.
Figure 1.32  Nordic final industrial energy use and aggregated industrial direct CO₂ intensity, 4DS and CNS

Key point  Because the 4DS already taps reasonable levels of energy efficiency potentials, low-carbon innovative processes are critical in the CNS to enabling 60% reduction in direct industrial CO₂ intensity by 2050.

In the Nordic CNS, more drastic requirements for direct reduction of industrial emissions make the implementation of energy efficiency measures that exploit the last incremental energy savings when reaching best energy performance level more competitive with other CO₂ abatement options. Nordic total final industrial energy consumption is reduced by 9% in the CNS in 2050 compared with 2013 levels for similar industrial activity (Figure 1.32). Ambitious fuel and feedstock switching to low-carbon sources (Figure 1.33), maximisation of material efficiency techniques, more rapid commercial-scale demonstration and wider deployment of innovative sustainable processes complete the portfolio of measures that deliver a direct industrial CO₂ intensity reduction of 60% in 2050, reaching 10 t CO₂/TJ in the CNS (Figure 1.32).

Electricity continues to be the most consumed vector within the Nordic final industrial energy demand by 2050 in the CNS, showing the greatest growth in share (8 percentage points) compared with current levels, followed by biomass, which grows by 4 percentage points (Figure 1.33). Greater electrification levels in the Nordic industry in the CNS are mainly driven by increased shares of secondary production of crude steel and a greater reliance on electricity in other industries. In contrast with 2013 (Figure 1.31), biomass and waste use result in above one-quarter of the final energy demand in that sector by 2050 in the CNS. This shift, together with increased use of biomass in cement kilns and in bio-based process routes in the chemicals and petrochemicals sector, provide the bulk of the larger share of biomass in Nordic industrial final energy demand observed in the 2050 - CNS compared with 2013.
In the CNS, the Nordic industrial sector produces less than half of the direct CO\(_2\) emissions in 2050 that are produced in the 4DS, a reduction of 16 Mt CO\(_2\) (Figure 1.34). The iron and steel sector shows the greatest cumulative reduction of direct CO\(_2\) emissions in the period 2013-2050 in the CNS (39%), as a result of decreasing the aggregated crude steel energy intensity\(^{12}\) by almost 40% (reaching 12 GJ/t crude steel) and a significant deployment of smelting-reduction-based innovative processes that integrate carbon capture and storage (CCS) in the post-2030 timeframe (Table 1.2). The reduction in the energy footprint of the sector is mainly driven by production stock reaching best energy performance levels, a drastic reduction in coke making as a consequence of widely deploying upgraded smelt reduction processes, and a maximisation of the production of crude steel from refining and re-melting scrap in electric arc furnaces (EAFs),\(^{13}\) which reaches 70% of crude steel production in 2050.

---

\(^{12}\) Crude steel aggregated energy intensity includes energy use in iron ore agglomeration processes, coke ovens, blast furnaces, steel-making and fuel use allocated to the generation of heat that is produced and used on-site from co-generation systems.

\(^{13}\) 100% scrap-based EAFs have significantly lower energy requirements compared with the widely used blast furnace – basic oxygen furnace route. The requirements for the former are 6.7 GJ/t crude steel and for the latter are 18.7 GJ/t crude steel, in global average final energy performance levels covering from material input preparation to casted crude steel (Worldsteel, 2014).
Chemicals and petrochemicals\textsuperscript{14} account for 17\% of the cumulative direct industrial CO\textsubscript{2} emissions reduction in the CNS by 2050, with the direct CO\textsubscript{2} intensity in 2050 in the sector dropping from 20.4 t CO\textsubscript{2}/TJ in the 4DS to 15.2 t CO\textsubscript{2}/TJ in the CNS. Enhanced process integration measures result in fuel and electricity savings that make the share of energy consumption as feedstock over total energy use in the sector increase by 9\% in 2050 in the CNS, compared with 4DS levels (Table 1.2). The greatest boost for direct CO\textsubscript{2} emissions reductions in the chemicals sector is provided by a wide deployment of CCS, which starts modestly in 2020 in processes that inherently generate concentrated CO\textsubscript{2} streams that facilitate capture operations, such as ammonia and methanol production. Gains from switching to low-carbon fuels and increasing the penetration of biomass-based routes are incremental, due to the limited availability of low-cost biomass resources, in competition with the pulp and paper sector, as well as the economic and technological challenges of integrating alternative energy sources in chemicals production.  

The pulp and paper sector contributes 10\% of cumulative direct industrial CO\textsubscript{2} emission reductions in the CNS in the analysed period. This change in expected trends is achieved by introducing CCS in the sector in the long term, provided pulp and paper-making processes already approach best energy performing levels in the 4DS by 2050 (average intensities: 4.8 GJ/t paper and paperboard, and 9.9 GJ/t pulp). The change also relies on incorporating a slight increase in biomass-based fuels use in the sector (about 3 percentage points in the share of the sector’s final energy demand), within availability limitations (Table 1.2). Similarly, thermal and electricity intensities of cement making reach technical limits, and the use of alternative fuels is maximised in the 4DS by 2050. While the use of clinker\textsuperscript{15} substitutes still creates some incremental gains in the CNS compared with the 4DS (clinker ratio decreases by 2\%), the direct carbon emissions generated in the production of cement are mainly reduced in the CNS through more ambitious integration of CCS in the manufacturing process from 2025 (Table 1.2).

\textsuperscript{14} Five key products/product families are specifically modelled to derive the results shown for the overall chemicals and petrochemicals sector: ethylene, propylene, aromatics (benzene, toluene and xylenes), ammonia and methanol.  

\textsuperscript{15} Clinker is an intermediate material, whose production is the most energy-intensive step in cement manufacturing.
Table 1.2 Status of technology and key indicators for the industrial sector under 4DS and CNS

<table>
<thead>
<tr>
<th>Sector status in 2050</th>
<th>4DS</th>
<th>CNS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Cement</strong></td>
<td>New kilns built perform at 3.0 GJ/t clinker and 95 kWh/t cement. Alternative fuels reach 31%, and clinker-to-cement ratio declines to 0.72. 3% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2025.</td>
<td>No major differences between the 4DS and the CNS on new kilns’ energy performance and alternative fuels penetration. Clinker-to-cement ratio declines to 0.70. 19% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2025.</td>
</tr>
<tr>
<td><strong>Iron and steel</strong></td>
<td>Aggregated average energy intensity of crude steel production is 18 GJ/t crude steel. Electric arc furnaces (EAFs) account for 67% of liquid steel production. 2% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2025.</td>
<td>Aggregated average energy intensity of crude steel production is 12 GJ/t crude steel. EAFs account for 70% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2025.</td>
</tr>
<tr>
<td><strong>Chemicals and petrochemicals</strong></td>
<td>Process integration and fuel switching result in feedstock energy use accounting for 52% of total final energy use in the sector and direct CO2 emissions intensity reaching 20.4 t CO2/TJ. Biomass-based feedstocks make up 2% of total feedstock energy use. 2% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2020.</td>
<td>Process integration and fuel switching result in feedstock energy use accounting for 61% of total final energy use in the sector and direct CO2 emissions intensity reaching 15.2 t CO2/TJ. Biomass-based feedstocks make up 5% of total feedstock energy use. 11% of the 2020-2050 cumulative direct CO2 emissions in the sector are captured and stored; deployment starts in 2020.</td>
</tr>
<tr>
<td><strong>Pulp and paper</strong></td>
<td>Biomass accounts for 54% of total final energy consumption. Average energy intensity reaches 4.8 GJ/t paper and paperboard and 9.9 GJ/t pulp. Paper production from recovered paper pulp is equivalent to 16% of total paper and paperboard production. No direct CO2 emissions are captured in the sector.</td>
<td>Biomass accounts for 57% of total final energy consumption. No major differences between the 4DS and the CNS on average paper and paperboard and pulp energy intensity, as well as penetration of recovered paper production. 16% of the 2020-2050 cumulative direct CO2 emissions generated in the sector are captured and stored; deployment starts in 2020.</td>
</tr>
<tr>
<td><strong>Aluminium</strong></td>
<td>Electricity intensity of primary aluminium production declines to 13 720 kWh/t aluminium. Alumina energy intensity is reduced to 11.1 GJ/t alumina. 50% of primary aluminium is produced through inert anodes process; deployment starts in 2035.</td>
<td>Electricity intensity of primary aluminium production declines to 13 872 kWh/t aluminium due to the effect on the deployment of inert anodes (with lower CO2 footprint but greater energy requirements). Alumina energy intensity is reduced to 10.3 GJ/t alumina. Wide deployment of inert anodes occurs for the production of primary aluminium; deployment starts in 2030.</td>
</tr>
</tbody>
</table>

The aluminium sector accounts for 2% of the cumulative industrial direct CO2 emissions reductions in the CNS. Smelting electricity intensity for primary aluminium making approaches best available technology performance levels, and material efficiency measures are maximised to practical technical levels in the 4DS by 2050. The main contributing factor to deeper direct CO2 emission cuts in the sector is a wide deployment of inert anodes for primary aluminium production in the long term in the CNS, while the 4DS sees this process technology reaching commercial demonstration at a later stage. The use of inert anodes avoids the generation of process emissions when consuming carbon-based anodes in aluminium smelting with a moderate energy penalty (Table 1.2).

The sectorial analysis shows the importance of demonstrating and deploying low-carbon innovative process technologies to reach the CNS CO2 emissions trajectory. This need becomes more critical in those industrial sectors that are currently bound to fossil-based fuels and
feedstocks (e.g. cement, iron and steel), which limit the minimum carbon footprint achievable by state-of-the-art technologies. CCS, for instance, provides an alternative that can significantly reduce direct CO$_2$ emissions from industrial processes, especially in cases where alternative low-carbon process routes present important technological challenges or are limited by the low-cost availability of certain feedstocks.

Cumulatively 93 Mt CO$_2$ are captured and stored from industrial processes in the CNS in the period 2020-2050 in Nordic countries (Figure 1.35). Iron and steel shows the greatest cumulative CCS deployment in the CNS – 46% of total industrial captured emissions. The fact that coal and coke remain the main energy inputs in primary crude steel-making drives wider deployment of alternatives to facilitate integration of carbon capture in this manufacturing process. Cement and chemicals and petrochemicals are next in terms of 2020-2050 cumulative captured and stored CO$_2$ emissions in the CNS. Even if process emissions generated in the production of clinker considerably raise the direct CO$_2$ footprint of cement$^{16}$, because this sector is relatively small in the Nordic region, the overall cumulative level of CCS deployment (23 Mt captured and stored CO$_2$) in the CNS is moderate.

Pulp and paper production has the lowest direct CO$_2$ intensity among energy-intensive industrial activities. Because of the significant use of biomass in its fuels and feedstocks mix, the sector still integrates bioenergy-based CCS in the CNS but at a much lower rate (7 Mt cumulative captured and stored CO$_2$), as one of the only ways to remove CO$_2$ from the atmosphere. Given the considerable production levels of paper products in Nordic countries, the cumulative CNS captured and stored CO$_2$ emissions in this region from paper production represent 8% of those captured and stored globally from this sector. In contrast, in the aluminium sector, it becomes more cost-competitive to deploy primary aluminium production based on inert anodes in the CNS to solve the problem of inherent process emissions from the use of carbon-based anodes in aluminium smelting. Thus the penetration of CCS in that sector is negligible. The decarbonisation of the power sector in the CNS provides wider system-level CO$_2$ emission reductions benefits from electricity-intensive industrial sectors, such as aluminium.

---

$^{16}$ Process emissions represent 67% of total cement direct CO$_2$ emissions in 2013 in Nordic countries.
Figure 1.35 Nordic 2020-2050 cumulative direct industrial CO₂ emitted, and captured and stored in the CNS by sector

Note: Final energy use is given in cumulative terms for the 2020-2050 period in the CNS. Energy use in blast furnaces and coke ovens is included in the iron and steel sector, and energy use as feedstock is included in the chemicals and petrochemicals sector. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  

**CCS plays an increasing role in those industrial sectors with greater CO₂ footprints, and no current prospects for future alternative cost-competitive carbon mitigation options.**

Improving the business case of CCS projects is key to accelerating the deployment of carbon capture in industrial applications. Clustering industrial CO₂ emissions sources, identifying adequate storage capacities and strategically designing transport infrastructure would enable benefiting from the economies of scale. The largest industrial CO₂ emissions sources within the Nordic region are located in Sweden and Finland, and significant off-shore storage capacities are identified in Norway and Denmark (Mazzetti et al., 2013). Thus clear opportunities are available for collaboration among these countries to define and implement integrated CCS projects. Adapting CO₂ injection used in enhanced oil recovery (EOR) for CO₂ storage represents a unique opportunity to kick-starting CCS deployment. However, experience learnt from conventional EOR projects in other countries should be re-examined by operators, so that storage management and operating practices consider both oil production and CO₂ storage as joint business goals (IEA, 2015c).
**Figure 1.36** Nordic industrial stationary CO₂ emissions sources

Notes: The scale for Scandinavia is 1:8 000 000 but for Iceland is 1:6 300 000. The scale of the circles representing emissions is consistent across the figure. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Source: All data are derived from European Pollutant Release and Transfer Register (E-PRTR) v8 (2007 - 2013)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

The greatest number of energy-intensive industrial CO₂ emissions sources within the Nordic region are located in Sweden and Finland, and are mostly related to pulp and paper making.
Maximising CO₂ emission reduction impacts related to industrial activities will require breaking the sectorial boundary and exploring sustainable opportunities along product value chains, as well as maximising the use of local material and energy resources through cross-sectorial interactions. For instance, after optimising the level of process integration on-site, industries can economically benefit from the implementation of excess heat recovery technologies when a compatible thermal user is locally available, while enabling wider system-level energy and emissions savings. In Sweden, for example, business models have been pilot-tested to enable companies to deliver thermal exports to locally existing district heating networks at a market price (Open District Heating, 2015). Innovation would also have to come from sustainable product designs and applications that enable CO₂ emissions savings at the systems level. For instance, materials with enhanced performance characteristics might provide greater durability of equipment and products, thus reducing maintenance costs, decreasing the demand for primary materials, or enabling energy savings at the use phase. System-level sustainable benefits can also be achieved by exploring alternative applications for materials that can be produced with low-carbon footprints, such as the use of dissolving pulp for textile applications (FPAC, 2012). Another example would be the valorisation of low-carbon industry by-products, such as lignin from pulping liquor to replace fossil fuels or modified to replace fossil fuel-based materials. A lignin extraction demonstration plant started in 2007 in Bäckhammar (Sweden) (Tomani, 2009). The first full-scale lignin extraction plant, producing 25 kilotonnes of lignin per year (kt/yr), was started in 2013 in Plymouth (North Carolina), and a second commercial-scale plant of 50 kt lignin/yr was started in 2015 in Sunila (Finland) (Valmet, 2016).

Key actions
Nordic countries are in a favourable position to ensure the long-term sustainability of energy-intensive industries in a global landscape, because they are already increasing efforts to reduce industry-related carbon emissions. However, maintaining a viable industrial capacity, while achieving such deep levels of decarbonisation, will be a major challenge that will require stepping up current efforts.

Continued supportive measures of industrial energy efficiency, such as energy efficiency performance audits with reward mechanisms and promotion of energy management systems, will need to be complemented with facilitating an accelerated demonstration of low-carbon innovative process technologies in the short term, which could then enable meeting CNS’ ambitions through significant deployment in the long term.

Such an innovation-empowering framework will benefit from long-term, stable energy and climate policies. Where global trade exposure constrains the ability of governments to impose carbon-pricing mechanisms on large industries, governments will need to incentivise this transition by reducing the risk of low-carbon industrial innovation investments and exploring other instruments, such as passing carbon price signals on to consumers. Through results-oriented risk-mitigating mechanisms, such as funds provisions and low-interest or preferential loans among others, public investment should unlock private finance in areas with great potential for sustainability returns but a low likelihood for independent private-sector investment.

Specific legal frameworks and cross-country collaboration would be needed for the implementation of technologies that are key for the CNS. Such is the case with CCS, whose deployment would require the adoption of internationally-coordinated regulations that encourage the safe and effective design and operation of CO₂ storage facilities. Governments can take a greater ownership in this process through cross-sectoral public-private collaborations that can help identify low-carbon innovation opportunities along product-value chains. For example, in Norway, a private-led initiative supported with public funding has developed an aluminium smelter with
greater energy efficiencies than best available technology\(^{17}\) in commercial-scale demonstrations. The programme has ambitions to reach further energy-intensity reductions in the long term and to export the technology with the first large-scale facility deployed in Qatar (Hydro, 2015).

System-level sustainability benefits can be further gained from the interaction among industries and with other end-users. In this vein, regional mapping exercises of thermal generation and demand can help with identification of cost-effective opportunities for the development of thermal distribution networks that can bridge the gap between producers and consumers. For instance, a study was recently performed in Sweden to explore favourable situations for the expansion or construction of DH networks based on this methodology (Liljeblad et al., 2015).

**Spotlight 2: Iceland’s fishing sector**

The Icelandic fishing sector has an outsized importance on the country’s economy compared with the fishing sector in the other Nordic countries. The sector has a significant potential to transition rapidly to low-carbon energy. Even if this industry has not yet acted on this potential, the case serves as an illustration of the ability of marine-linked sectors such as fishing, ferries, and coastal and offshore service shipping to contribute to a low-carbon future. This potential is particularly important because climate change is likely to increase shipping in the Arctic, and limiting the use of fossil fuels will have significant environmental benefits. This Spotlight also highlights the importance of incentive-based policies, because the industry is likely to transition very quickly to low-carbon fuels if proper economic incentives are in place.

The Icelandic fishing sector was the second largest in Europe by volume in 2012 at 1.4 million tonnes of harvested fish, behind Norway with 2.1 million tonnes (FAO, 2014). Denmark’s fishery is also substantial at 0.7 million tonnes of landings, while Sweden and Finland have somewhat smaller fisheries (both under 200,000 tonnes (EC, 2014). As can be seen in Figure 1.37, fishing is of critical economic importance to Iceland, accounting for almost half of exports, compared to Norway and Denmark, where seafood accounted for 6% and 4% of exports, respectively, in 2012 (FAO, 2013; World Bank, n.d.). Fishing is also a key driver of Icelandic fossil fuel consumption and GHG emissions, reflecting Iceland’s success in switching to low-carbon power and heating technologies.

---

\(^{17}\) The aluminium smelting technology developed achieved an electricity intensity of 12.5 MWh/t primary aluminium compared considered best practice at 13.6 MWh/t primary aluminium.
**Key point**  
*Fishing plays an important role in the Icelandic economy but is a major source of GHG emissions.*

**Trends in oil consumption**

The Icelandic fishing sector has steadily reduced its oil consumption since the turn of the century, coinciding with a decline in harvest volume and, more recently, a shift towards less fuel-intensive pelagic fisheries (species near to the sea’s surface, as opposed to demersal species, which live those closer to the seafloor). Average fleet intensities cannot be easily compared across time or countries because fuel intensity can vary by orders of magnitude depending on a multitude of factors, including species harvested, gear type, vessel characteristics and operating conditions. However, research indicates that the average fuel intensity of the Norwegian fleet was stable to increasing over the period 1980-2005 (Schau et al., 2009), while average EU fuel intensity over the later period 2008-2011 fell slightly (EC, 2013). These results are consistent with the pattern in Iceland and higher oil prices in the latter years (Figure 1.38).
Figure 1.38  Evolution of the Icelandic fleet’s fuel intensity (per unit harvested) and world oil prices

Note: “WTI” stands for West Texas Intermediate, a widely traded benchmark grade of oil.
Source: Statics, National Energy Authority, Central Bank of Iceland, IEA.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  Recent falls in fuel intensity have coincided with rising oil prices.

Improving fuel efficiency

An important driver is fleet modernisation. The savings can be substantial for both shipping and fishing, reflecting technical advances not only in engine efficiency, but also design of the propeller and hull, trim and operational optimisation. Of particular importance for fishing is innovation in fishing gear materials and design, and on-board handling and processing equipment, which are all major “consumers” of energy. For example, an estimated 85% of the energy expended during trawling is due to friction from the nets.

Fleet renewal is, however, a gradual process, with the average age of the Icelandic fleet being 27 years (comparable to the Norwegian average of 26 years in 2009, and the Danish average of 30 years in 2011). Rapid emissions reduction may, therefore, require policy intervention. A frequently cited candidate is the removal of distortionary fuel subsidies and tax concessions (Sumaila et al., 2010), which reduce the effective cost of oil to vessel operators to support the fishing industry. Such policies are not found in Iceland but are prevalent throughout the rest of the Nordic region (Martini, 2012) and can lead to substitution of oil for other inputs, as well as weaker incentives to invest in improved fuel efficiency. Another option would be wider application of existing International Maritime Organisation (IMO) regulations on air pollution (MARPOL VI) to fishing vessels. At present, some elements do not apply to the fishing sector, and others can be waived by signatories for fishing vessels operating in national waters. Iceland is the only Nordic country that has yet to adopt MARPOL VI.

Opportunities are also available in fisheries management to improve efficiency. While the widespread adoption of individual quota in the Nordic region has largely eliminated the wasteful “race to fish” associated with open access or derby fisheries, restrictions on transferability and concentration are common and limit the potential gains. In addition, total quota levels are typically based on maximising the tonnage harvested (Maximum Sustainable Yield, MSY), in line with UN and EU guidance, as opposed to profits (Maximum Economic Yield, MEY) (World Bank and FAO, 2009). A recent analysis of the Nordic fisheries estimated that an MEY approach would reduce fuel consumption by 29% and increase economic performance by over...
100% (Waldo et al., 2014). A fishery operating at MSY may partially dissipate resource rent through overfishing, so a reduction in fishing effort can deliver the twin benefits of higher profits as well as lower fuel consumption. This gain in performance is achieved because lower harvests can lead to higher stock levels, which, in turn, reduce the effort and cost required per volume of fish harvested.

**Transition to renewable energy**

No material substitution away from fossil fuels to alternative energy sources has occurred in the Icelandic fishing sector or in the maritime industry in general. While the maritime sector is investing in pilot projects and addressing engine compatibility with different biofuels (Florentinus et al. 2012), alternative energy sources are not yet considered cost-competitive, and industry standards have not yet been developed. Yet, given added economic incentives to overcome the commercial barrier, the industry has the potential to make substantial headway towards renewable energy by 2020 (Davidsdottir and Agnarsson, 2010).

Financial evaluation of the alternatives clearly illustrates the commercial barrier and the need for financial incentives to realise this potential. In Iceland’s case, biodiesel appears to be the most feasible alternative energy source, but Iceland’s carbon tax of EUR 49 per tonne of gas oil (EUR 15 per tonne of CO₂e) would still need to at least triple for biodiesel to be cost competitive (see Figure 1.39). Aside from economic viability, technical issues will also need to be addressed, such as sensitivity of biodiesel to low temperatures necessitating heaters, chemical interaction with engine components and the need for marine biodiesel standards.

**Figure 1.39** Abatement cost for renewable energy options

Source: Analysis by University of Iceland based on personal communication with Ásgeir Ívarsson.

Notes: Oil prices based on CNS, Dimethyl Ether (DME) and hydrogen costs track Icelandic electricity prices. Fatty Acid Methyl Esters (FAME) and hydrogen blending ratios limited to 20% / 10%, but cost ratios are grossed up to 100%. HDRD = Hydrogenation-derived Renewable Diesel.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Biodiesel appears to be the most cost-effective renewable energy option.
The reduction fishery shifts to renewable electricity

The energy-intensive downstream fishmeal and fish oil (or “reduction”) sector is significant in Iceland, processing 40% of harvest volume in 2014 in 11 factories located around the country. In Norway, by comparison, the reduction fishery accounted for 18% of landings in 2009. While the harvesting of reduction fish species is among the most fuel-efficient, the downstream processing can be fuel-intensive, requiring up to 50 kg of oil per tonne of raw material in a traditional oil-powered operation. Iceland’s reduction fishery has made great strides towards carbon neutrality over the last decade by switching from oil to renewable electricity. The transition has been dramatic; by 2014, the sector met 75% of its energy requirements with renewable electricity.

The affordability of domestically produced non-secure electricity compared to imported oil was a key driver in this development. Reduction processing is highly seasonal, and the processors buy cheaper non-secure electricity and manage the risk of supply interruption by maintaining back-up oil-powered capacity. These arrangements may, however, be adversely affected by the construction of an Icelandic Interconnector due to potentially higher electricity prices (see Spotlight 2) and the resultant potential for international customers to outbid Icelandic fishmeal and fish oil producers.

Critical challenges and solutions

The following are several challenges and solutions:

- **Tax carbon more heavily:** Raising carbon taxes (for example, to the level required for cost parity, i.e. EUR 50 per MT CO₂e) would increase the incentives for fishing companies to adopt more fuel-efficient technologies and working practices. Outside of Iceland, elimination of tax concessions and subsidies would further encourage substitution away from fossil fuels.

- **Factor fleet efficiency into fishery management policy:** The overall economic efficiency of the sector is influenced by several factors, including methods of quota setting (for example, harvest limits based on MSY as opposed to MEY) and allocation, as well as restrictions on quota and vessel ownership. By explicitly including efficiency as a criterion in policy-making, such as fuel economy standards in the transportation sector, fishery managers can potentially stimulate greater investment in efficient vessels and operations.

- **Support marine commercialisation of alternative fuels:** The growing use of alternative fuels in road transportation needs to be extended to the maritime industries, including fishing. Achieving this goal will depend on the development of technical solutions and standards tailored to maritime operational requirements, and therefore on the stance taken by governments.

- **Seek international cooperation:** Fish is heavily traded, and any measures to reduce emissions will need to address concerns about national interest and international cost-competitiveness. Cooperative international stock management bodies such as the International Council for Exploration of the Sea (ICES) may be a suitable venue for concerted action among Nordic and neighbouring countries to reduce emissions while maintaining a level playing field among competing fishing companies.
Buildings: Accelerating deep energy renovation is critical

Tracking progress: Energy trends in Nordic buildings since 1990

The buildings sector has accounted for slightly more than one-third of final energy demand in the Nordic countries since 1990, consuming roughly 1.4 EJ in 2013. Accelerating energy efficiency improvements in the buildings sector, especially energy efficiency improvements in space heating demand, will be critical to meeting CNS objectives for a more efficient, zero-carbon energy economy. Because buildings already in place today are expected to still constitute roughly 70% the buildings stock in 2050, deep energy renovation of existing buildings will be the single most important element of achieving those objectives.

Since 1990, total Nordic building final energy use has increased by slightly less than 1% per year, despite energy efficiency measures and shifts away from fossil fuel use in buildings. Average building energy consumption per person grew by roughly 0.2% per year, with total building final energy per capita in Finland, in particular, having increased by nearly 60% since 1990. Sweden is the one exception to this trend, with both total final energy and average energy per person having capped and then slightly decreased since the early 2000s (Figure 1.40).

Several key drivers of building energy demand changed in the Nordic countries since 1990, especially in the residential sub-sector, which accounts for more than 60% of total building final energy use. While population across the Nordic countries only increased by 12% between 1990 and 2013, gross domestic product (GDP) grew by nearly 60%, meaning that average income (as measured by GDP per capita) grew by 40% during the same period. With increasing income, average floor area per person grew by 15% since 1990, and the total number of households grew by nearly 30%, with average household size decreasing from 2.3 persons in 1990 to roughly two persons per household in 2013. In Finland, in particular, the number of households grew at nearly three times the rate of population growth since 1990. As a result of these trends, total residential floor area in the Nordic countries – a key driver of space heating demand and building energy consumption – grew by nearly 30% between 1990 and 2013.

---

18 This change is largely explained by growth in the services sub-sector, whose floor area increased by 40% since 1990 and whose energy consumption per m² increased from 145 kWh/m² in 1990 to 330 kWh/m² in 2013. Residential floor area in Finland grew by 30% since 1990, although residential energy per m² remained relatively constant.
Figure 1.40 Energy by end-use and average building energy use per person

Key point Building energy use per capita has continued to increase across the Nordic countries, despite energy efficiency measures over the last two and a half decades. Sweden is the one exception to this rule.

By contrast, the carbon intensity of Nordic buildings has improved considerably over the last two decades. Fossil fuel use declined by nearly 60% since 1990, with coal and oil energy consumption cut by nearly 75% during the same period (Figure 1.41). Natural gas use grew rather considerably at 4% per year between 1990 and 2000, although it has remained relatively stable since then. The net effect is an overall reduction in total fossil fuel consumption, and as a result, direct emissions from the buildings sector have decreased by an average of 4% per year since 1990. Because heat and electricity generation in Iceland were already nearly completely decarbonised in 1990, emissions from the sector have remained close to zero.
Figure 1.41  Final energy consumption in the Nordic buildings sector by fuel

District heating, biomass and solar thermal energy use in buildings have all continued to grow since 1990 (roughly 2.2% per annum for each), while electricity consumption has grown a little less rapidly, at roughly 1% per year. These trends have been paired with continued decarbonisation of the power generation sector, meaning that the net (direct and indirect) emissions impact of the buildings sector has continued to decrease over the last two and a half decades.

Given trends in building final energy demand growth since 1990, the long-term potential for deep decarbonisation across the Nordic energy economy looks challenging. In short, the Nordic countries may not meet their CNS objectives if buildings sector energy demand (accounting for roughly 60% of final electricity and commercial heat demand in 2013) continues to place greater onus on the power sector. Energy efficiency in buildings – notably envelope improvements (e.g. air sealing and insulation) and more efficient equipment and appliances – will help to reduce carbon emissions in the power sector, while also potentially helping to free up carbon-neutral and zero-carbon resources for other sectors (e.g. biofuels for transport).

Strong effort is needed to reduce energy demand in buildings beyond current decarbonisation measures. While average energy intensity (as measured by kWh/m²) of the Nordic building stock improved slightly (around 5% since 1990), this improvement was not enough to offset continued growth in floor area (25% since 1990). Space heating is still the major driver of this energy demand, with average space heating intensity across the five Nordic countries still at more than 125 kWh/m² in 2013, which is 10% higher than the EU average. In fact, despite improvements in new building construction and some renovation of existing stock, the total share of space heating in building energy consumption has remained more or less flat, at above 60% since 2000.¹⁹

¹⁹ This need is partly explained by efficiency improvements in other building end-uses, as well as by changes in energy demand across those other end-uses relative to the large proportional share of space heating demand.
More aggressive improvements of building energy performance levels (e.g. deep energy renovations\textsuperscript{20}) are needed across the Nordic countries. Accelerated renovation rates (beyond the typical 0.25\% to 0.5\% annual renovation rates in most countries today) between 2\% and 3\% per year are needed to ensure that the majority of existing buildings undergo energy efficiency renovations by 2050. Achieving this goal will not be a simple task: action is needed to remove existing market barriers (e.g. financial hurdles and other split-incentives preventing wide-scale uptake of these measures) to ensure that deep energy efficiency measures become widely available, cost-effective and standard practice.

Strategic planning for integrated building solutions (e.g. with clean district energy systems) will also be necessary to realise a CNS vision and avoid any lock-in of unnecessary investments. This strategy is particularly true for district heating networks in the Nordic countries, whose investment decisions typically rely on expected heat demand. A challenge is to adopt the base-load capacity to a decreasing demand and also to make sure that energy savings will decrease the need for peak load production. The same is also true for building owners and operators, who will need to plan energy efficiency measures strategically to avoid equipment investments (e.g. boilers and heat pumping systems) that would be oversized when deep energy renovations are performed, and vice versa.

**Achieving an efficient, low-carbon buildings sector by 2050**

Total energy used in the Nordic buildings sector decreases to roughly 1 EJ (27\% below 2013 levels) in 2050 under the CNS, with space heating demand decreasing from roughly 800 PJ today to 440 PJ in 2050 (45\% reduction) because of rigorous energy efficiency improvements across the Nordic building stock. Total final energy use in the residential sub-sector decreases by 40\% compared with 2013 energy demand, as very-low-energy new building construction (e.g. nZEBs or better) and aggressive building envelope renovations (i.e. 30\% to 50\% energy intensity improvement, or greater depending on cost-effectiveness) in existing buildings reduce residential space heating demand by nearly 55\%.

Average space heating energy demand across the entire Nordic building stock decreases to less than 60 kWh/m\textsuperscript{2} in 2050 under the CNS, compared with roughly 90 kWh/m\textsuperscript{2} in the 4DS that year (which is more in line with current levels of building energy renovations). Average residential space heating energy intensity improves by nearly 2.5\% per year to 2050, with aggressive building envelope measures (e.g. air sealing, improved insulation and minimally double-paned, low-emissivity windows) and increased uptake of efficient and low-carbon heating equipment (e.g. heat pumps and solar thermal systems). In the services sub-sector, energy demand for space heating and cooling decreases by 15\% below 2013 levels, despite an expected 20\% growth in Nordic services floor area by 2050.

Residential water heating energy demand decreases by 12\% below 2013 levels in 2050 under the CNS, despite continued growth in the number of households to 2050 (a 20\% addition), because of strong uptake of solar thermal water heaters and heat pump water heating. Heat losses connected to water heating are also expected to decrease drastically. By contrast, household appliances energy demand increases slightly (5\%) compared with 2013 levels because growth in the number of households and appliance ownership levels increase slightly faster than energy efficiency improvements. This level is still 10\% lower than the 4DS in 2050. Cooking demand, however, grows by slightly more than 15\% by 2050 in both the 4DS and CNS, because few energy efficiency gains in cooking are expected in the Nordic countries, barring large changes in cooking practices and preferences.

\textsuperscript{20} The Global Buildings Performance Network defines deep renovations as actions that achieve building performance levels that are not more than 60 kWh/m\textsuperscript{2} per year for all building code loads (i.e. space heating and cooling, water heating and installed lighting) (GBPN, 2013). This goal may not be cost-effective for all buildings in the Nordic countries but should be considered as an ambitious target with respect to building energy efficiency potential.
Overall Nordic buildings sector energy performance (across all end-uses) improves from roughly 220 kWh/m² in 2013 to less than 130 kWh/m² in 2050 under the CNS (or 25% lower than the 4DS in 2050). Final energy demand by fuel type also changes considerably to 2050 (Figure 1.42), with Iceland being the exception with geothermal district heating and electricity remaining as the main energy types. Under both the 4DS and CNS, coal and oil consumption in buildings go to zero by 2050. Natural gas use diminishes to zero under the CNS (compared with a 20% decrease in 2050 under the 4DS), and electricity demand decreases by 30%, compared with 2013, as Nordic buildings adopt higher efficiency electrical end-uses, such as heat pumps, light-emitting diode (LED) and higher efficiency appliances. Under the 4DS, electricity demand remains more or less constant to 2050.

**Figure 1.42** Buildings sector energy by fuel and space heating intensities to 2050

![Figure 1.42](https://example.com/figure1_42.png)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

<table>
<thead>
<tr>
<th>Pj</th>
<th>Denmark</th>
<th>Finland</th>
<th>Iceland</th>
<th>Norway</th>
<th>Sweden</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>0.2</td>
<td>190.0</td>
<td>0.0</td>
<td>22.1</td>
<td>8.1</td>
</tr>
<tr>
<td>2050 CNS</td>
<td>5.4</td>
<td>17.4</td>
<td>0.0</td>
<td>3.7</td>
<td>17.9</td>
</tr>
<tr>
<td>2050 4DS</td>
<td>190.0</td>
<td>17.4</td>
<td>0.0</td>
<td>3.7</td>
<td>17.9</td>
</tr>
</tbody>
</table>

**Key point**  
Nordic building energy demand is reduced by 27% under the CNS, compared with 2013, and average space heating energy intensities are improved by 55% as a result of aggressive energy renovations across existing building stocks along with low-energy-intensity new building construction.

Total biomass consumption decreases under both the 4DS and CNS, as space heating energy intensity continues to decrease in buildings. By contrast, heat pumps and solar thermal collectors grow considerably, replacing the vast majority of oil, gas boilers and direct electric resistance heating. In particular, space heating and hot water demand supplied by solar thermal systems increases exponentially, from less than 0.5 Pj in 2013 to 90 Pj in 2050 under the CNS. This increase would require more than a twofold increase in solar thermal installations in buildings compared with the 4DS. This increase in installations could be motivated since more buildings will have low-temperature systems in the CNS as enabled by the improved envelope. Increased numbers of installations will also make those solar thermal installations more cost effective.
District heating demand under the CNS decreases by around 7% as space heating demand diminishes with building envelope improvements, although district heating market shares (in terms of floor area served by district heating) increase slightly through in-fill and some potential network expansions, particularly as gas and oil boilers are phased out by 2050. Planned strategically, this trend would allow district heating providers to maintain (roughly) current market sales across a wider base of consumers while also making necessary investments in low-carbon heat production and possibly eliminating expensive peak demand capacities (due to improved thermal intensities in buildings). By contrast, under the 4DS, district heating demand could increase by as much as 10%, given growth in total floor area relative to improvements in building thermal demand intensities.

Overall, the energy scenarios in the Nordic buildings sector portray a continued, increasing reliance on electricity and commercial heat as fossil fuel consumption continues to diminish. Even in the CNS, total electricity and district heating demand still accounts for 85% of buildings sector final energy demand in 2050 (compared with 80% in 2013). While solar thermal capacity increases dramatically under the CNS (and even under the 4DS, but at a slower rate), continued reliance by buildings on the power sector will require sustained investments in low-carbon electricity and heat generation to meet CNS objectives by 2050. Significant strategic improvements in building space heating intensities, along with energy efficiency improvements in energy-consuming equipment and appliances, will help allay this increased pressure on the power sector.

Engaging urban areas to meet CNS targets

Urban areas will be an important driver of building energy consumption and emissions to 2050. Around 85% of the Nordic population lived in an urban area in 2013 (UN DESA, 2014)\(^{21}\), and urban buildings accounted for an estimated 80% of total building floor area that year. By 2050, urban areas will grow to nearly 90% of the Nordic population, and urban floor area is expected to grow by 450 million m\(^2\), or nearly all of building floor area additions to 2050 (Table 1.3).

### Table 1.3 Drivers for energy consumption in buildings (urban and national) across the Nordic region

<table>
<thead>
<tr>
<th></th>
<th>Urban total</th>
<th></th>
<th>Nordic (national) total</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2013</td>
<td>2030</td>
<td>2050</td>
<td>2013</td>
</tr>
<tr>
<td>Population (million)</td>
<td>22.0</td>
<td>24.9</td>
<td>27.8</td>
<td>26.0</td>
</tr>
<tr>
<td>GDP (billion USD)</td>
<td>1089.8</td>
<td>1610.8</td>
<td>2313.5</td>
<td>1258.8</td>
</tr>
<tr>
<td>Households (million)</td>
<td>11.1</td>
<td>12.3</td>
<td>13.7</td>
<td>12.8</td>
</tr>
<tr>
<td>Occupancy (persons per household)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>Average dwelling size (m(^2))</td>
<td>124.5</td>
<td>131.7</td>
<td>132.8</td>
<td>136.6</td>
</tr>
<tr>
<td>Residential floor area (million m(^2))</td>
<td>945.6</td>
<td>1121.0</td>
<td>1275.2</td>
<td>1253.7</td>
</tr>
<tr>
<td>Residential floor area per capita (m(^2))</td>
<td>43.0</td>
<td>44.9</td>
<td>45.8</td>
<td>48.2</td>
</tr>
<tr>
<td>Services floor area (million m(^2))</td>
<td>430.6</td>
<td>500.4</td>
<td>549.2</td>
<td>495.4</td>
</tr>
</tbody>
</table>

Note: GDP expressed in 2014 USD at purchasing power parity (PPP); further description of buildings sector drivers for urban energy estimates can be found in the methodology annex.


21 Urban boundary definitions (i.e. what is considered urban, peri-urban and rural) vary across countries and do not distinguish important factors in buildings energy demand (e.g. building density, size and purpose). A general modelling methodology was, therefore, developed to estimate energy consumption in urban and non-urban areas. Additional information can be found in the IEA Energy Technology Perspectives 2016 (ETP 2016) methodology annex.
Total final energy consumption in urban buildings accounted for an estimated 1 EJ in 2013, or slightly less than 75% of total building final energy use that year. Under the 4DS, final energy consumption in urban buildings reaches 1.1 EJ in 2050, or nearly 85% of total building final energy consumption that year. The services sub-sector accounts for nearly all of the additional energy demand, while energy use in urban residential buildings remains relatively constant, despite a nearly 25% increase in urban households between 2013 and 2050. This relatively constant rate is due largely to improved space heating intensities in new household additions relative to continued marginal gains in existing urban residential buildings, where the average space heating and hot water energy intensity of new residential buildings is typically between 50 kWh/m² and 90 kWh/m², compared to existing urban residential buildings with an average space heating intensity of roughly 130 kWh/m².

Under the CNS, urban building final energy consumption decreases by 15% compared with 2013 levels (or 22% compared with the 4DS in 2050), meaning that urban buildings account for roughly 70% of total building final energy reductions in 2050 (Figure 1.43). This share, relative to the larger share of urban buildings in the total building stock (85% of total floor area), can be explained by certain challenges to reducing urban building final energy demand. For instance, most urban areas in the Nordic countries have high concentrations of multi-storey, multi-family buildings, which can be more challenging to achieve deep energy renovations, due to high variability of existing building conditions, multiple approaches to efficiency improvements and other external barriers, such as historical preservation restrictions, consumer lack of information and split incentives in the market (e.g. renter-occupied housing and multi-owner buildings).

**Key point**  *Urban buildings account for 70% of Nordic building energy reductions in 2050, with space heating demand reductions accounting for roughly 70% of urban building energy savings.*
Other challenges, such as high urban densities and limited on-site renewable potential may limit (n)ZEB achievement in urban areas. For example, solar thermal technology may not provide sufficient supply for domestic hot water demand in some multi-family buildings, because the rooftop area for renewables integration in buildings is estimated to be roughly 50% lower per person in urban areas (accounting for both low-rise urban buildings and decreasing number of people per floor area in cities). Building shading can also be an issue for renewables integration in urban buildings.

At the same time, urban areas also offer some unique opportunities because of potential synergies between buildings, district energy networks and other energy producers and consumers. While deep energy renovations in urban areas may pose certain challenges or may not be cost effective for some urban building types, building heat demand reduction strategies can be coordinated with clean heat supply solutions through district heating networks in cities. Integrated building renovation measures can also complement improved district heating efficiencies (e.g. by lower distribution temperatures) when planned strategically with district heating network investments, also potentially allowing for network expansion to meet additional building demand without increasing net supply capacity. Integrated building energy efficiency and district heating solutions in urban areas can also help to improve energy system efficiencies in an increasingly diverse energy sector (e.g. through storage of variable renewable energy as heat and through capture of low-grade waste heat using heat pumps).

Despite potential challenges to achieving deep efficiency improvements in urban buildings, urban space heating demand under the CNS could be reduced by roughly 33% compared to the 4DS, accounting for nearly 70% of total urban energy savings in 2050. Improved control and regulation of heating and ventilation in buildings, along with increased insulation, air sealing, high-efficiency windows and other technologies (e.g. ventilation exhaust recovery using heat pumps) will all play a critical role in achieving those energy efficiency improvements.

Lighting and appliances energy use reduces by 20% under the CNS as a result of energy performance standards and increased uptake of high-efficiency products, and urban water heating energy consumption improves by 10%, despite a 25% increase in the number of households, because of energy efficiency measures (e.g. increased sales of heat pump water heaters) and considerable growth of solar thermal collectors.

The energy demand for urban space cooling and other services improves by 20% and 6%, respectively, under the CNS compared with the 4DS. Despite a relatively cool climate and much fewer cooling degree days than other parts of Europe, space cooling demand has consistently grown in the Nordic buildings sector since 1990 (about 33% since 1990), especially in the services sub-sector. Increased use of inoperable windows in commercial buildings, greater air tightness and improved insulation, and an overall growing demand for thermal comfort during warmer weather are all contributing to increased space cooling energy demand, which could grow as much as another 20% or more by 2050 under the 4DS. As the urban buildings sector continues to grow, and building envelopes and air sealing continue to improve under the CNS, greater use of natural ventilation and continuous improvements in cooling and ventilation equipment efficiency will help to ensure improved comfort without increasing final energy demand for cooling.

Urban building energy efficiency measures, including equipment efficiency, envelope improvements (including building controls and heat recovery when applicable), and an aggressive phase-out of fossil fuel boilers and equipment under the CNS lead to a near total reduction of direct CO₂ emissions in urban buildings in 2050. Indirect emissions (from upstream generation of electricity and commercial heat) decrease by more than 95% by 2050. Nearly 65% of CNS emission

22 In many urban areas, near-zero and net-zero energy or emissions communities may be a more realistic goal for achieving a low- or zero-emissions buildings sector.
reduction comes from the urban residential buildings, which also constitute 55% of total CO₂ emission reductions in 2050 from Nordic buildings. Total urban buildings (residential and services) account for roughly 90% of buildings sector emission reductions to 2050 (Figure 1.44).

Urban building energy efficiency measures have considerable influence on Nordic CO₂ emissions when the impact of urban buildings on power generation is considered. While the buildings sector only constituted about 5% of (direct) energy-sector-related CO₂ emissions in 2013, more than 60% of Nordic electricity and commercial heat went to buildings that year, making it responsible for roughly 43 MtCO₂ of upstream CO₂ emissions. Urban buildings are estimated to have accounted for more than 80% of total building electricity and commercial heat consumption in 2013, and practically all of Nordic building electricity growth to 2050 is expected to come from urban buildings. Energy efficiency in urban areas, therefore, not only contributes to reducing overall buildings electricity and commercial heat demand but also plays an important role in supporting decarbonisation of the power sector, as improved efficiency and reduced buildings electricity and heat demand allow for an improved, more efficient, more resilient and lower carbon grid. This energy efficiency also frees up needed electricity for continued electrification of the transport sector (see Chapter 3) and the possibility for a greater export of low-carbon electricity. However, the CNS will require a lot of effort to not only save energy but to increase demand flexibility to reduce the peak load demand.

![Figure 1.44 CO₂ emissions reduction in urban buildings to 2050](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** *Urban building CO₂ emissions go to zero in 2050 as a result of strong energy efficiency measures paired with decarbonisation of electricity and commercial heat production.*

**District heating and buildings strategies: Possibilities in Stockholm**

The city of Stockholm has a relatively old buildings stock and one of the highest population densities in the country (SCB, 2015). Nearly 80% of total existing buildings in Stockholm are connected to the municipal district heating network, including roughly 85% of total residential buildings and nearly 95% of multi-family residential buildings. While energy efficiency measures are needed to lower heating energy demand in buildings across Stockholm, those measures
will have an impact on the district heating network as building energy demand diminishes, especially because options for expanding to new customers within the existing system boundaries are limited. The network could expand to surrounding areas, but the costs for those expansions would typically be high, due to infrastructure costs and increased distribution losses from lower heat densities.

An initial assessment of three building renovation packages was performed for 18 common building types across Stockholm’s residential building stock, for a total of 54 building renovation packages. Measures include envelope measures (e.g. insulation, window replacement and air sealing) and other energy efficiency improvements, such as heat recovery from ventilation and upgrade of equipment (e.g. electrical motors in circulation pumps). The conclusions of the assessment found that energy efficiency measures (from a building perspective only) would be cost effective down to 50 kWh/m² to 70 kWh/m² for most building types. However, those savings (roughly 50-60% over existing average residential heating intensities) would have considerable impact on the district heating network.

In response, an assessment was made looking at nine possible scenarios for residential building efficiency measures with respect to district heating pathways in Stockholm (Table 1.4). Those scenarios – ranging from minimal investments in buildings and district heating to aggressive building renovation schemes (e.g. greater than 60% stock improvement) and carbon-neutral district heating investments23 – considered the effects of building energy efficiency measures on district heating investments to 2050. The scenarios also considered the discounted life-cycle cost perspective for the entire system (i.e. investments in district heating and buildings efficiency measures, as well as energy and any operations and maintenance costs) with respect to energy savings and CO₂ emission reductions.

| Table 1.4 Building energy efficiency and district heating investment scenarios for Stockholm |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| Building renovation rate        | Standard                        | Moderate                        | Advanced                        |
| District heat investments       | 1% renovation, <10% stock       | 2% renovation, 30% stock        | 3% renovation, 55% stock        |
|                                | efficiency improvement          | efficiency improvement          | efficiency improvement          |
| Standard                        |                                 |                                 |                                 |
| Little expansion, few investments | SS (BAU)                       | SM                              | SA                              |
| Moderate                        |                                 |                                 |                                 |
| Slight expansion, low-carbon investments | MS                | MM*                             | MA                              |
| Aggressive                      |                                 |                                 |                                 |
| Moderate expansion,              | AS                              | AM*                             | AM*                             |
| carbon-neutral investments      |                                 |                                 |                                 |

Notes: Scenario labels refer to the combination of district heating and building renovation investment choices, respectively (e.g. AM = aggressive district heating rates, moderate building renovation rates); BAU = business-as-usual; further information on the above scenarios can be found in the ETP 2016 methodological annex.

* Indicates further expansion of the district heat network at or below previous heat output capacity because of building envelope energy efficiency renovation packages.

23 The scenarios considered assume a carbon tax in support of low-carbon investments in buildings and district heating. Further information on the assumptions and methodologies can be found in the ETP 2016 methodology annex.
The conclusions of the analysis indicate that the most advantageous investments, in terms of meeting energy and emission reduction targets with respect to total life-cycle costs, are moderate building renovations with an aggressive district heating pathway (Figure 1.45). In this combination (scenario AM), average residential building district heating intensity is lowered to 85 kWh/m² (from an average of 126 kWh/m²), and energy consumption and CO₂ emissions (across buildings and district heating) are lowered by 7% and 43%, respectively. Energy-saving measures in buildings without any intervention in the district heating network would not reduce the total life-cycle costs from a systems perspective, because capital and operational costs in the district heating network would offset savings from building energy demand reductions. Conversely, investments in low-carbon or carbon-neutral investments in the district heating network (e.g. combined heat and power using municipal solid waste and solar thermal integration with seasonal storage) would allow for important emission savings but would not reduce net energy demand. More aggressive building measures with carbon-neutral district heating would lead to greater energy and emissions reductions, but life-cycle costs would be higher because district heating capacity investments would not be fully utilised.

**Figure 1.45**

Costs and energy and emissions savings to 2050 for integrated buildings in Stockholm

<table>
<thead>
<tr>
<th>District heat Renovation</th>
<th>Life-cycle cost (million EUR)</th>
<th>Energy savings and emission reduction (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard Standard</td>
<td>SS</td>
<td>SS</td>
</tr>
<tr>
<td>Standard Moderate</td>
<td>SM</td>
<td>SM</td>
</tr>
<tr>
<td>Standard Aggressive</td>
<td>SA</td>
<td>SA</td>
</tr>
<tr>
<td>Moderate Standard</td>
<td>MS</td>
<td>MS</td>
</tr>
<tr>
<td>Moderate Moderate</td>
<td>MM</td>
<td>MM</td>
</tr>
<tr>
<td>Moderate Aggressive</td>
<td>MA</td>
<td>MA</td>
</tr>
<tr>
<td>Aggressive Standard</td>
<td>AS</td>
<td>AS</td>
</tr>
<tr>
<td>Aggressive Moderate</td>
<td>AM</td>
<td>AM</td>
</tr>
<tr>
<td>Aggressive Aggressive</td>
<td>AA</td>
<td>AA</td>
</tr>
</tbody>
</table>

Fuels and O&M  Low-carbon district heat  Building efficiency  Emission reductions  Energy savings

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

*In Stockholm, moderate building efficiency measures, paired with carbon-neutral district heating investments, would lead to the greatest, most cost-effective energy and emissions reductions in 2050.*
district heating investments as building energy efficiency measures become more common (and, therefore, possibly less expensive). Finally, additional research on the impact of lower heat densities (from reduced building heat demand) on network distribution losses would help to improve understanding of necessary district heating investments to 2050.

**Technology and policy priorities: Buildings**

Achieving deep energy renovations in the Nordic buildings sector will require assertive policy to force the market beyond current moderate building energy efficiency measures. To achieve the full savings potential in buildings, a variety of policy measures are needed to put the buildings sector on track and achieve CNS energy and emission savings objectives by 2050 (Table 1.5).

<table>
<thead>
<tr>
<th>Policy action area</th>
<th>Near-term action (through 2025)</th>
<th>Long-term objective (2025 to 2050)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole building systems</td>
<td>Promulgate nZEBs in all new construction. Implement policies, including market incentives (e.g. low-interest loans and tax rebates) to drive uptake in deep energy renovation in existing buildings.</td>
<td>Establish rigorous energy performance standards (through integrated energy community assessment) for existing buildings with annual renovation rates above 2%.</td>
</tr>
<tr>
<td>Building envelope</td>
<td>Promote very-high-performance envelopes, including air sealing, insulation, highly insulating windows (e.g. triple-pane, low-emissivity windows) and high-efficiency ventilation. Continue R&amp;D for super-thin insulation, dynamic window glazing and whole envelope renovation packages.</td>
<td>Achieve highly insulated, integrated building envelopes (e.g. nZEBs or better) at negative life-cycle cost. Mandate minimum energy performance for building envelope components.</td>
</tr>
<tr>
<td>Space heating and cooling equipment</td>
<td>Increase promotion of solar thermal and heat-pump technology, with R&amp;D for cold climate heat pumps. Prohibit use of electric resistance heaters as primary heating source.</td>
<td>Promulgate integrated energy solutions for heating and cooling with net-zero emissions. Mandate minimum performance standards above 120% efficiency for stand-alone heating equipment, and above 400% for stand-alone cooling equipment.</td>
</tr>
<tr>
<td>Water heating</td>
<td>Encourage uptake of heat-pump water heaters and mandate instantaneous systems or stand-alone equipment with efficiencies about 100%. Continue R&amp;D on low-cost solar thermal systems.</td>
<td>Mandate minimum performance standards above 150% efficiency for electric stand-alone equipment. Achieve solar thermal systems that meet ≥ 75% annual water heating load.</td>
</tr>
<tr>
<td>Lighting</td>
<td>Ban all traditional incandescent and halogen light bulbs. Continue R&amp;D and promotion of solid-state lighting (SSL) and other innovative designs.</td>
<td>Implement minimum lighting energy performance criteria above 100 lumens/watt.</td>
</tr>
<tr>
<td>Appliances</td>
<td>Implement and actively update minimum energy performance standards for appliances and equipment.</td>
<td>Bring to market highly efficient appliance technologies, and mandate minimum energy performance standards for all electric plug-loads including standby and networked power.</td>
</tr>
</tbody>
</table>

Continued effort is needed to encourage widespread adoption of high-efficiency technologies throughout the Nordic buildings sector. A systems approach that implements integrated policies can facilitate synergies across different technologies and actors with net capital cost savings. However, effective policy is needed at both the individual component level and within a systems approach to ensure that all market opportunities are realised. These policies include more assertive minimum performance standards for lighting, appliances, and heating and cooling equipment to capture existing energy efficiency potential. Rigorous and prescriptive building codes are also needed for new construction (e.g. nZEB or better), and in the short to medium term, targets and incentives for very-low-energy buildings will be necessary to send signals to
consumers, building stakeholders and product manufacturers to help establish market demand. These initiatives will also allow district energy networks and the power generation sector to properly plan investments to achieve CNS objectives while continuing to meet building energy demand.

Over the medium to long term, more stringent standards, including mandatory energy efficiency improvements or minimum energy performance standards for existing buildings (taking into account integrated, low-carbon energy community potential), will be necessary. Continued support for R&D is needed to bring advanced buildings products (including whole building envelope packages) to market at cost-effective prices. This shift will require tighter minimum energy performance standards (market pull) as well as market incentives and other policy measures to bring advanced technologies to full commercialisation (market push).

Action is also needed to remove existing market barriers (e.g. transaction costs) that are preventing wide-scale uptake of deep energy efficiency measures. This action includes creating a reduced risk environment (e.g. through project finance support, product performance validation and quality control, and deep energy renovation in public buildings) for long-term energy efficiency investments, working in particular through financing institutions (e.g. through low-interest loans, green bonds and public-private partnerships).

Urban areas can play an important role in achieving building efficiency and renovation objectives, especially through local regulatory, planning and zoning functions. These measures include the critical tasks of adopting, monitoring and enforcing building energy codes for new construction and building energy renovations. Efforts can also include deep energy renovations in public and municipal buildings as well as creating local incentives (e.g. zoning exemptions) and local energy efficiency programmes that support deep energy renovations in the private sector. Action in this area is critical over the coming decade to ensure that the process is widely available and becomes standard practice. National programmes and initiatives (e.g. quality management and certification systems) can help to ensure a “common language” for all stakeholders, which will help to improve uptake and awareness of energy efficient technologies and practices.

National policies have a substantial influence in enabling effective, sustainable urban energy planning through regulation (e.g. enforcement of codes and standards), fiscal policies (e.g. tax incentives, housing loans and third-party financing), national land-use planning frameworks, and capacity-building programmes. Greater support of local energy efficiency actions, including possible devolution of some energy-related authorities to municipal governments, is needed from the Nordic governments to encourage widespread deployment of cost-effective energy efficiency measures in the buildings sector. An improved national-local policy framework could also allow urban areas to “run with the ball,” seeking targeted energy efficiency measures that may go beyond national targets and that could complement multiple benefits for local communities (e.g. reduced energy poverty and local job creation).

Both national and urban policy and planning assessments need to take into account the indirect advantages of district heating networks not traditionally accounted for in energy policy, including the capacity of district energy systems to pursue numerous integrated technology solutions (e.g. co-generation, industrial waste heat, heat pumps, solar thermal energy and off-peak or seasonal thermal storage) due to economies of scale and their access to various energy sources. When paired with building efficiency measures, these integrated solutions can even lower life-cycle costs for both buildings and district heating networks. However, this improvement will require long-term visibility for district heating providers and possibly financial incentives to facilitate investments in integrated energy networks that reward efficiency and flexibility (IEA, 2014).
Last, data, and a more acute sense of building energy needs and opportunities, are valuable tools that both Nordic national and local governments can use to shape policy decisions and prioritise energy efficiency efforts. Data can also play a critical role in targeting the right stakeholders on both the local and national scale to increase adoption of energy efficiency measures. It can also help to target more manageable market segments and critical areas for action.

Decarbonising the Nordic region will not cost the world

The Nordic CNS would require a significantly different investment pattern in the regional energy system relative to what would occur with the 4DS. Investment flows in the Nordic region would need to ensure that the mix of energy conversion and end-use technologies will deliver a carbon emissions reduction trajectory consistent with the CNS. The NETP investment analysis is based on the IEA’s ETP model, which was used to estimate the differential in investments between the 4DS and the CNS over the time-frame 2016-2050.

The energy system investment costs underlying the 4DS and CNS are defined as follows:\textsuperscript{24}:

- Building investments comprise the costs of equipment purchased by final users for heating and cooling, lighting and appliances, cooking and other end-use services, as well as costs associated with improving the thermal envelope of buildings.

- Industry investments include the costs of added industrial capacity using energy sources both as fuels and feedstocks, as well as costs associated to the implementation of energy efficiency measures and emissions reductions technologies in new and existing facilities. Industrial investments refer to the energy-intensive sectors that account for about 80% of total industrial final energy use in the Nordic region (aluminium, cement, chemicals and petrochemicals, iron and steel including blast furnaces and coke ovens, and pulp and paper).

- Transport investments include the costs to purchase the vehicles as well as the capital and reconstruction costs for the needed infrastructure for passenger and freight transport in road, urban and intercity rail (including high-speed rail), and shipping.

- Power sector investments cover the costs for all power plants and decentralized power systems generating electricity, as well as transmission and distribution infrastructure.

The results of the analysis indicate that the CNS would entail additional investment costs of about USD 333 billion\textsuperscript{25} relative to the 4DS in the Nordic region over the period 2016-2050 (Figure 1.46). The CNS costs for transport would amount to USD 195 billion, which are the result of the difference between USD 200 billion of higher infrastructure additional investments and USD 5 billion of lower additional vehicle costs. Building investments account for about USD 170 billion, of which roughly USD 155 billion comes from building envelope investments to drastically reduce space heating demand. Another USD 6 billion of investments are for space heating and water heating equipment (e.g. cold-climate heat pumps and solar thermal water heaters), and more efficient appliances account for roughly USD 10 billion over 4DS purchases. More efficient lighting could actually save as much as USD 1 billion, because improved technologies such as light-emitting diodes (LEDs) have longer lifetimes than incandescent, halogens and compact fluorescent lighting (CFLs). In industry, the estimated cumulative additional investments total USD 33 billion, equivalent to about half of the absolute cumulative investments in the 4DS. Additional investments in energy-intensive industries in the CNS are mainly

\textsuperscript{24} Upstream investments in fossil fuels and biofuels are not covered in the NETP analysis.

\textsuperscript{25} USD PPP 2014.
related to the implementation of energy efficiency measures to existing stock and the introduction of low-carbon innovative processes such as CCS. The pulp and paper sector plays an important role within the total industrial investments given the size of this industry in the Nordic region relative to the other analysed sectors. Power generation in the CNS has negative additional investment costs, mostly as a result of the reduced final electricity demand in this scenario compared to the 4DS (-15% in 2050), which would also entail lower transmission and distribution investments. In addition, the specific investment costs for wind are lower in the CNS compared to the 4DS, due to increased global deployment in the 2DS, which would drive down technology costs as a result of economies of scale and learning effects.

Transport investments in the Nordic region exhibit a different pattern than at the global level. In fact, additional investment costs for transport at the global level are negative in the 2DS, mostly due to vehicle ownership projections embedded in the baseline scenario (IEA, 2016b). In the Nordic region, on the contrary, transport investment costs would be higher in the CNS relative to the 4DS. This difference can be explained by the limited potential for significantly reducing vehicle ownership, even with the high degree of policy ambition and effectiveness that should characterise the CNS. For example, many of the policy tools that are assumed to be implemented in the CNS in other countries (e.g. pricing via road tolls, congestion charges and parking fees, access restrictions) are already applied in the Nordic region. Furthermore, the modal shift towards rail comes with significant infrastructure costs, given that about half of the transport infrastructure investment costs in the CNS is due to the uptake of non-urban rail, including high-speed train infrastructure.

### Figure 1.46 Cumulative investments by sector, 2016-2050

<table>
<thead>
<tr>
<th>Cumulative Nordic investments by sector (USD billion, 2016-2050)</th>
<th>4DS</th>
<th>CNS</th>
<th>Differential as a share of 4DS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy-related investments in buildings</td>
<td>155</td>
<td>326</td>
<td>171</td>
</tr>
<tr>
<td>Industry</td>
<td>70</td>
<td>103</td>
<td>33</td>
</tr>
<tr>
<td>Transport: vehicles</td>
<td>1,679</td>
<td>1,674</td>
<td>-5</td>
</tr>
<tr>
<td>Transport: infrastructure</td>
<td>921</td>
<td>1,121</td>
<td>200</td>
</tr>
<tr>
<td>Power: generation</td>
<td>240</td>
<td>197</td>
<td>-43</td>
</tr>
<tr>
<td>Power: infrastructure</td>
<td>173</td>
<td>151</td>
<td>-22</td>
</tr>
<tr>
<td>Total</td>
<td>3,238</td>
<td>3,572</td>
<td>333</td>
</tr>
</tbody>
</table>

**Notes:** Numbers in the figure to the left show the difference in cumulative investments between the 4DS and CNS, as a share of the 4DS ($\frac{\text{cumulative investments in the CNS} - \text{cumulative investments in the 4DS}}{\text{cumulative investments in the 4DS}} \times 100$).

This metric highlights which sectors require the greatest relative increases in investments and how significant they are, compared to investments that would be needed even under a less ambitious scenario such as the 4DS. The shares of buildings, industry and transport are relative to the total for these three end-use sectors. Industrial investments refer to the five energy-intensive sub-sectors and correspond to the low-demand variant of industrial activity projection. USD 39 billion are estimated for the high-demand variant. Cumulative investments are undiscounted. In the power, industry, and transport sectors all investments in new industrial capacity (for the energy-intensive subsectors), vehicles, power plants and supporting infrastructure like roads and electricity grids are included. For buildings, only improvements of the thermal envelope (i.e. not the entire building construction) and equipment for end-use services such as lighting, cooking, heating and cooling, are covered. Only additional investment needs between scenarios are comparable across sectors, but not absolute investment requirements.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

*Buildings require the greatest relative increase in investments to achieve the CNS, followed by industry. Power entails a saving over the 4DS, while the system as a whole requires an increase of 10%.*
To evaluate the cost-effectiveness of the CNS, the USD 333 billion of additional investment costs need to be framed in the right perspective. While this sum might appear large in relation to the annual GDP of the Nordic region (USD 1 300 billion in 2015), it only amounts to less than 1% of the cumulative GDP between 2016 and 2050. Compared to investments under the 4DS, it represents a 10% increase. Beyond climate change benefits, costs will be directly offset to a certain degree by fuel savings, which have not been calculated but can be significant depending on the development of future oil prices. Furthermore, reduced health costs due to air quality improvements and increased energy security are likely to tip the economic equation firmly in favour of the CNS. The external costs related to health impacts from air pollution in the Nordic countries (of which energy is the primary source) have been estimated at USD 9-14 billion annually (Geels, 2016) – alone roughly equal to the additional investments in the CNS.
Urban energy

Urban development will play a dominant role in the mitigation of greenhouse gas (GHG) emissions in the Nordic region. About 85% of the 26 million Nordic population live in urban areas, but 60% of the urban population live in urban areas with less than 100,000 inhabitants. Nordic countries experienced rapid urbanisation during the 1950s and 60s, and a period of further rapid urbanisation is expected in the coming decades. Buildings and infrastructure from the 1950s are mostly still in use and particular effort is needed in the deep retrofitting of existing buildings and the decarbonisation of transport. Larger Nordic cities have a wider range of technology options available to mitigate climate change and offer leadership in the drive to achieve carbon neutrality across the Nordic region. This chapter builds on the analysis in Chapter 1, covering both urban and rural aspects of the Nordic energy system and providing a deeper analysis of urban energy systems at the Nordic level, recognising the differences between urban areas in general. It also offers in-depth case studies of the Helsinki region of Finland and Oslo in Norway to demonstrate the differences between larger Nordic cities.

Key findings

- All Nordic capitals have ambitious GHG mitigation targets and most of them aim to achieve carbon neutrality. The level of ambition is high, even though the carbon dioxide (CO₂) intensity of Nordic urban buildings is as low as 0.13 tonnes of CO₂ per gigawatt hour (tCO₂/GWh), compared with an average of 0.33 tCO₂/GWh in the European Union and 0.83 tCO₂/GWh across member countries of the Organisation for Economic Co-operation and Development (OECD). Copenhagen, Stockholm and Oslo are examples of Nordic cities that are aiming to reach carbon neutrality long before their national targets, showing Nordic urban leadership.

- Nordic capitals can be 30% more efficient than average Nordic urban areas, and energy efficiency is one of the cornerstones to achieve carbon neutrality in urban areas. In the Carbon-Neutral Scenario (CNS), the per-capita energy demand of urban transport and buildings decreases by 20% between 2015 and 2030 and by another 20% between 2030 and 2050. Buildings energy efficiency measures can decrease heating, cooling and electricity demand per capita in urban areas by 30% by 2050.

- In urban areas, up to 76% of the energy consumed in buildings and transport could be delivered through smart electricity and
district heating and cooling grids by 2050, compared to 61% today. In 2013, 35% of the heating for urban buildings in the Nordic region was provided by district heating, while the corresponding numbers for the European Union and OECD were 9% and 3% respectively. In the Nordic capitals of Stockholm, Helsinki, Copenhagen and Reykjavik, the share of district heating is already between 80% and 100%, shares that are to be maintained in the long term. District heating networks also offer significant flexibility for accommodating variable renewable energy.

- Electric cars, buses, bicycles and other electric vehicles (EVs) are adopted first in urban areas, where driven distances are shorter and urban density improves the economics of developing charging station infrastructure. After 2030, the CNS requires the adoption of both considerable energy efficiency measures and 90% CO₂-free fuels in urban transport. By 2050 EVs could cover 30% of urban final energy for transport; biofuels are needed to decarbonise the remaining transport.

- The rapid development of solar photovoltaic (PV) systems in recent years has improved the prospects of solar power in the Nordic countries, despite still seeing modest investment compared with several other European countries. In Nordic urban areas, the production of energy from solar PV could reach 4 gigawatts (GW) peak capacity by 2050 and produce 4 terawatt hours (TWh) annually. In the Metropolitan case study for Finland, nearly all of the estimated suitable rooftop potential becomes utilised by 2050 under the CNS, with solar power thereby accounting for over 20% of the total electricity supply.

- The Nordic region has considerable wind power potential close to urban areas, due to a largely coastal population and a large share of the urban population living in smaller cities and towns. In the CNS, the wind capacity near urban areas increases to 19 GW by 2030 and 37 GW by 2050, accounting for 32% of total urban electricity supply in 2050.

- The anticipated levels of urban growth offer a golden opportunity to mitigate GHG emissions and facilitate achieving the CNS. Investment is needed in any case for new buildings, retrofits of existing buildings, and new transport infrastructure to service the growing urban population. Therefore the additional costs to achieve the CNS targets are lower for the urban transition compared to rural areas.

Opportunities for policy action

- The large Nordic cities have the potential to become innovation hubs and demonstrate smart and clean energy technologies, new services and business opportunities. Nordic capitals and larger cities lead national climate policies by implementing more ambitious local strategies than their national governments have set.

- The case studies – Metropolitan Helsinki and Oslo – show that the technology mixes differ in the Nordic CNS pathways. Nordic cities could learn from each other in order to structure and implement the new policies required to increase the use of public transport (Stockholm) and cycling (Copenhagen and Malmö), and the roll-out of light duty EVs in Oslo and EV buses in Helsinki. Nordic stakeholders can also help other regions by multiplying and exporting sustainable smart city concepts.

- The role of district heating will increase under strict climate policy targets, but the role of co-generation might become less important¹. Under the CNS the amount of co-generation decreases by 40% in Nordic urban areas, indicating that the energy efficiency of energy production could decrease. As Nordic electricity markets are fully integrated, common policies could support Nordic co-generation in the future.

- Analysis of the urban energy system is challenged by the absence of common methodologies and, in particular, the lack of urban data. Investment in Nordic research

¹ Co-generation refers to the combined production of heat and power.
into urban energy systems, as well as long-term statistical data capabilities, will provide more accurate and transparent urban analysis. It is also important to conduct ex-post analysis to evaluate the impacts and effectiveness of Nordic urban policies.

- **Implementing common Nordic governance structures will strengthen the operating environment for clean and smart energy systems and technologies.** Co-operation and collaboration between national and local policy makers would strengthen the Nordic transition by offering mitigation of costs by means of common infrastructure (highways, trains, etc.) and larger markets for clean technology companies (nearly zero-energy buildings [nZEBs], service companies, transport biofuel producers and retailers, etc.).

- **Transition to carbon-neutral urban energy systems will require major changes in a wide range of governance measures,** including not only market design, business models for energy companies and investment financing, but also new modes of public engagement and prosumer strategies using solutions that are now beginning to be applied. Investment in research and development (R&D) in core technologies, systems and business models at the Nordic level will be necessary for the transition to carbon-neutral urban systems. Formulation of a Nordic “action plan” to resolve the above governance challenges would favour both companies and private consumers by indicating the future development and competitiveness of clean energy systems.

## Introduction

Urban energy supply and demand, and related GHG emissions, will be critical in attaining a global target to limit the average rise in temperatures to 1.5-2°C above pre-industrial levels. In 2013 energy demand in urban areas accounted for 58% of Nordic final energy demand. The share of urban energy is increasing due to urbanisation and increasing standards of living in cities both on a global and Nordic level. It is important that the planning and development of urban energy systems support, and in some cases lead, national emissions reduction targets.

Urban energy supply and demand have unique characteristics, as higher population density facilitates new low-carbon and smart technologies for energy supply and more efficient energy end use, especially in buildings and mobility. Nordic municipalities have, for example, developed extensive district heating networks and increasingly also district cooling networks, and invested in public transport and bicycle infrastructure. In the coming years more integrated solutions – supported by smart metering and intelligent systems for buildings, mobility, energy supply and waste handling – will increase energy efficiency and thereby decrease urban GHG emissions. In addition, smart service businesses are being developed to increase the wellbeing of urban citizens.

All Nordic capitals have ambitious GHG mitigation targets and most of them aim to become carbon neutral by 2025, 2030 or 2050, in some cases well before national targets. In total, 108 Nordic cities have joined the Covenant of Mayors movement, which encourages cities to increase energy efficiency and the use of renewable energy. In total, 105 of these cities have submitted an individually designed action plan to reduce their energy consumption and GHG emissions. These cities have made an inventory of their energy consumption and GHG emissions and set targets for the future, as well as suggesting measures for reaching their targets.

Despite the importance of the topic and a large number of city-level programmes and targets, no study has been conducted of all urban areas in the Nordic countries. This chapter focuses on the Nordic aspects of energy systems and climate change mitigation in urban areas. The topic stretches from the effects of migration within the countries, to energy efficiency in...
cities and urban planning. The analysis below builds on the overall Nordic scenarios shown in Chapter 1, providing a deeper analysis of urban energy systems at the Nordic level and recognising the contrasts between urban areas in general. In addition, it also offers in-depth case studies of the Helsinki region of Finland and Oslo in Norway. These demonstrate the differences between larger Nordic cities and their GHG mitigation pathways to reach carbon-neutral urban energy systems by 2050.

Overview of Nordic urban energy systems

The Nordic urban area is very broad but depends on the urban definition

The urban energy system is a network of energy flows fulfilling the energy demands of urban areas. A more detailed definition of “urban” is needed to analyse these energy systems and generate conclusions.

The difficulty in defining urban starts with establishing the threshold size of the settlements that should be counted as urban. What people think of as a small or medium-sized city is quite different in Iceland, Germany and China. In addition, the size of the population is only one of the possible defining criteria. Some countries require that most of the jobs in the city are non-agricultural while few specify a minimum population density.

The definition of “urban energy system” requires a decision on which economic sectors to include in urban energy consumption. Stationary sectors are easier to exclude or include, but transport may consume energy in both urban and rural areas. It is also necessary to decide whether to calculate energy demand using a production-based approach or a consumption-based approach. In production-based approaches, energy and related GHG emissions are allocated to the area where the producing unit is. In consumption-based approaches, the energy demand and GHG emissions are allocated to the area where the energy is consumed. For example, the emissions of electricity production are reported either in the area where the electricity installation is situated (production-based) or in the area where consumers use this electricity (consumption-based).

In this study, the urban population (Figure 2.1, Table 2.1) and gross domestic product (GDP) (Table 2.1) are defined according to Nordic statistics agencies’ definitions:

- In Denmark and Sweden, an urban area is a built-up area where buildings are no more than 200 metres apart and where at least 200 people live (Statistics Denmark, 2015a; Statistics Sweden, 2015).
- In Finland, urban areas are municipalities where at least 4,000 inhabitants and 60% of the population live in the city centre (Statistics Finland, 2015a).
- In Iceland, urban areas are considered to be localities of over 200 inhabitants (Statistics Iceland, 2015).
- In 2013, Norway updated the definition of urban area to cover built-up areas where the distance between houses is less than 50 metres and where over 200 inhabitants live (Statistics Norway, 2014).

These definitions capture a large share of the population in a wide range of settlement sizes where the smallest urban settlements might not be intuitively thought of as urban. The applicability of different technologies varies between small towns at one end of the scale and the Nordic capitals at the other. The analysis includes two case studies (Helsinki region and the city of Oslo) to capture the potential in larger urban energy systems.
Figure 2.1 Map of Nordic municipalities with population size and annual growth rate from 2005 to 2015

This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point The greatest urban growth has taken place in the Nordic region’s largest cities, while population has been decreasing in many smaller cities.
The analysis of urban energy systems and CO₂ emissions includes detailed modelling of urban energy supply and demand. Transport was modelled between urban and rural areas for each transport mode based on geographical information system (GIS) modelling. The urban and rural buildings sectors are analysed according to building stocks, floor areas and heating technologies. For urban renewable energy supply, GIS analysis of wind and solar potential has been used. National statistics were used for calculating the potential of renewable waste. The analytical framework is described in detail in Annex 1.

Urban regions are already more energy efficient than rural regions. Four major indicators are used in this chapter to understand urban areas: urban population; urban GDP; urban energy demand in buildings and transport; and urban CO₂ emissions from buildings and transport sectors (Table 2.1). The analysis in this chapter focuses on transport, buildings and urban energy supply. The energy-intensive industrial sector is often located in smaller cities in the Nordic region and a large share of products goes to export markets. The electricity and industrial sectors are analysed briefly for the Nordic region and in detail for Helsinki and Oslo. Most agricultural activity takes place in the Nordic region’s rural areas. Energy use and GHG emissions of the agricultural sector are included in the analysis shown in Chapter 1.

Across the Nordic region, the energy demand of buildings and transport is 30% lower per person in urban areas than in rural areas. In contrast, the CO₂ intensity of consumed energy in urban regions is 25% higher than in rural regions in Finland. This is a result of availability of biomass resources in rural areas and higher consumption of coal for co-generation in larger cities. In Denmark and Iceland, the CO₂ intensity of the energy mix is the same between urban and rural areas. Norway and Sweden have a 25% less CO₂-intensive fuel mix in their urban areas.

### Table 2.1

<table>
<thead>
<tr>
<th>2013</th>
<th>Urban population</th>
<th>Urban GDP</th>
<th>Urban energy demand in buildings and transport</th>
<th>Urban CO₂ emissions from buildings and transport</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Million</td>
<td>% of national total</td>
<td>Billion (USD 2014, PPP)</td>
<td>% of national total</td>
</tr>
<tr>
<td>Denmark</td>
<td>5.0</td>
<td>88%</td>
<td>222</td>
<td>90%</td>
</tr>
<tr>
<td>Finland</td>
<td>4.6</td>
<td>84%</td>
<td>192</td>
<td>87%</td>
</tr>
<tr>
<td>Iceland</td>
<td>0.3</td>
<td>94%</td>
<td>13</td>
<td>94%</td>
</tr>
<tr>
<td>Norway</td>
<td>4.1</td>
<td>80%</td>
<td>279</td>
<td>83%</td>
</tr>
<tr>
<td>Sweden</td>
<td>8.3</td>
<td>86%</td>
<td>383</td>
<td>87%</td>
</tr>
<tr>
<td>Nordic countries</td>
<td>22</td>
<td>85%</td>
<td>1 090</td>
<td>87%</td>
</tr>
</tbody>
</table>

Notes: MtCO₂e = million tonnes of carbon dioxide equivalent; PPP = purchasing power parity.

The case studies of two Nordic capitals, Helsinki and Oslo, are an important part of the analysis as the overall results for Nordic urban areas represent an average of all urban areas, which includes many small urban areas. According to the definitions of Nordic statistics agencies, 15% of the Nordic population live in cities with over 1 million inhabitants and 60% live in urban areas with fewer than 100 000 inhabitants (Figure 2.2). In Iceland, all cities...
except the capital, Reykjavik, have fewer than 100,000 inhabitants. The largest Nordic cities are the capitals, which offer an excellent environment for large-scale demonstration of clean and smart technologies and services. Notably, however, the two case studies show contrasting transition pathways to carbon neutrality by 2050, with different technology mixes.

**Figure 2.2** Urban and rural populations in the Nordic countries

The Nordic urban energy system is characterised by rapid expansion during the 1950s and 60s

The Nordic countries experienced a period of rapid urbanisation during the 1950s and 60s when the urban population increased by 2% per year. During those years, the urban population increased by 260,000 annually. In 20 years the urban population increased by as much as in the 40 years between 1970 and 2010 (United Nations, 2014). The urbanisation of the European Union occurred at the same time. At a global level, however, the rate of urbanisation is increasing. The world’s urban population grew by 54 million per year from 1950 to 1970, by 50 million per year from 1970 to 2000 and by 75 million per year from 2000 to 2013.

The rate of urbanisation in the Nordic region was lower between 1970 and 2005, when the urban population grew, on average, by slightly more than 0.5% per year. However, the population of Reykjavik and its surrounding area grew on average during this time by 1.5% per year, compared to total Icelandic population growth of 1%. In total, the annual growth of the urban population was slightly above 100,000 in the Nordic region. The oil crisis and high oil prices during the 1970s and 1980s resulted in a rapid improvement in buildings energy efficiency and encouraged investment in other heating technologies and use of fuels other than oil, such as district heating and direct electricity heating (Statistics Denmark, 2015b; Statistics Norway, 2015; Statistics Finland, 2015b; Statistics Sweden, 2012).

Since 2005, the rate of urbanisation has increased again in Denmark, Finland and Norway, and in Iceland the growth rate continues at about the same level as earlier. Currently, the Nordic urban population is increasing by almost 200,000 annually. This growth is projected
to continue for the coming decades according to UN urban population projections, which are based on population projections from Nordic statistics agencies. This is both a challenge and a great opportunity for the cities, as more technological opportunities and services are available to improve their energy efficiency and decrease emissions. During recent years, many refugees have arrived in Nordic countries seeking asylum. These are mostly not included in official estimates and will slightly increase the pace of urbanisation.

**Buildings**

In the buildings sector, Nordic urban energy systems all face the same reality of cold and dark winters. Cities have responded to the challenges of a northern climate with a range of measures, often including well-insulated houses and district heating networks.

The rapid population growth experienced in Nordic urban areas during the 1950s and 60s required considerable amounts of new buildings and infrastructure, which are mostly still in use. Compared to current technologies, these buildings are often inefficient and require deep energy renovations, especially in low-carbon scenarios.

The average Nordic urban citizen consumes 30% more energy in the buildings sector than the average EU citizen, but the corresponding CO₂ emissions are 50% lower than the EU average (Table 2.2). The higher energy consumption is due to larger heating demand during winters and greater floor area per person. The lower emissions are enabled by a larger share of renewable electricity, district heating, electric heating (including heat pumps), geothermal energy and modern biomass in the heating mix. Indirect emissions from the power and heat sector form the major part of the emissions from the buildings sector in Nordic urban areas (see Chapter 1 for buildings, and power and heat).

**Transport**

Nordic urban areas have higher transport demand per person than the EU average (Table 2.3). This reflects higher GDP per person, allowing Nordic citizens to travel more and own more cars as outlined in Chapter 1. Moreover, public transport options are more limited in the small and medium-sized urban areas that dominate the Nordic countries. In addition, Finland, Norway, Iceland and Sweden are sparsely populated and distances to travel are longer even in urban areas.

The numbers of cars increased considerably during the 1950s and 60s. In 1950 the Nordic region had only 700 000 cars, but by 1970 this had already reached 5.5 million (Autoalan tiedotuskeskus, 2015; Brude, 2013; Vejdirektoratet, 2013; University of Trondheim, 1990).
Few statistics are available to show how large a share of these cars was registered in urban areas, but the city planning decisions of the 1950s and 60s still have a significant effect on transport demand and mobility options in the cities. According to Norden statistics, the number of cars in Nordic countries had increased to 19 million in 2013, counting all types of vehicle (Norden, 2013). While the number of buses doubled from 1960 to 2013, the number of private cars increased six-fold.

Urban passenger transport accounts for 51% of total passenger transport activity in the Nordic region, as explained in detail in Chapter 1. Urban freight corresponds to only 1% of total freight tonnes and is not important from a tonnage perspective; however, CO₂ emissions from urban freight are estimated to correspond to 20% of total urban transport emissions. This is due to the substantially higher energy intensity of light commercial vehicles and mid-duty trucks compared to other freight transport modes.

### Table 2.3
Three transport sector indicators in the urban areas of Nordic countries, EU member states and OECD member countries and non-members

<table>
<thead>
<tr>
<th>2013</th>
<th>Transport sector indicators, urban areas, all transport modes combined</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy per person</td>
</tr>
<tr>
<td></td>
<td>GWh/person</td>
</tr>
<tr>
<td>Nordic countries</td>
<td>5.7</td>
</tr>
<tr>
<td>EU member states</td>
<td>5.0</td>
</tr>
<tr>
<td>OECD member countries</td>
<td>7.1</td>
</tr>
<tr>
<td>OECD non-members</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Source: IEA modelling.

### Urban energy supply

At a national level, the share of renewables in final energy demand was the highest in Sweden (52%) among all EU member states in 2013, followed by Latvia (37%), Finland (37%), Austria (33%) and Denmark (27%). The renewable share is much higher in Nordic countries than in the European Union as a whole (15%) or compared to the global average (16%). The main sources of the renewable energy in the Nordic region are biomass and hydropower, and geothermal power in Iceland.

One-third of buildings energy demand in Nordic urban areas was provided by district heating in the Nordic region in 2013, as outlined in Chapter 1, which is high compared with the EU average of 9% (Table 2.4). However, the share varies between Nordic countries and especially between the urban and rural regions. The amount of district heat produced in Nordic countries grew by over 3% per year between 1980 and 2000. Between 2000 and 2013, the annual rate of growth was between 1% and 2%. In addition to the Nordic region, OECD non-members have a relatively high share of district heating because of its prevalence in China and Russia.

In the Nordic region, the share of co-generation is higher in urban areas than in rural areas resulting in a slightly higher renewable share (46%) in urban areas. In addition, rural areas require proportionately more oil for transport. In less-developed countries, the trend is the opposite and rural areas have a higher renewable share than urban areas, as rural areas have greater access to traditional biomass and coal is still a common fuel to heat buildings.
Share of district heating and renewable energy in the urban areas of Nordic countries, EU member states and OECD member countries and non-members

<table>
<thead>
<tr>
<th>2013</th>
<th>Energy supply indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Share of district heating in buildings energy demand in urban areas</td>
</tr>
<tr>
<td>Nordic countries</td>
<td>33%</td>
</tr>
<tr>
<td>EU member states</td>
<td>9%</td>
</tr>
<tr>
<td>OECD member countries</td>
<td>3%</td>
</tr>
<tr>
<td>OECD non-members</td>
<td>15%</td>
</tr>
</tbody>
</table>

Source: IEA modelling.

Drivers of change in the urban context

The drivers of change in urban energy consumption comprise not only political, technical and behavioural factors, but also changes in population and GDP, which influence urban energy patterns. Urban populations are expected to increase in the Nordic region due to continuing urbanisation and global demographic changes (Figure 2.3). Policy-level impacts include the decisions of individual cities and international and national policies that affect cities. Technological development both changes the competitiveness of existing technologies and brings in new services and solutions. Behavioural and societal drivers shape consumer choices and define trends for standards of living.

Figure 2.3
Forecast growth in urban population, urban passenger transport demand, urban GDP and urban floor area (residential and commercial) in Nordic countries

Between 2013 and 2050, the Nordic urban population is forecast to increase by 27%, urban passenger transport demand by 45%, urban GDP by 110% and the urban floor area by 33%.
Ambitious policy targets to give a clear signal for change

The major EU-wide policies are the EU Emissions Trading System (EU ETS), the EU Effort Sharing Decision (EU ESD), the renewable energy target and energy efficiency targets. These are all important from an urban energy perspective. The EU ETS regulates the amount of CO₂ emissions in the production of centralised electricity and district heating, while the EU ESD requires emissions reductions from sectors not included in the EU ETS, for example transport and direct emissions from buildings. Renewable energy targets demand a higher share of renewable energy, affecting urban regions. Energy efficiency targets affect multiple sectors, from transport to buildings, requiring new low-emission vehicles, new building codes, deep energy retrofits of existing building stock, and improved appliance energy efficiency.

The Nordic countries are committed to fighting climate change, a commitment visible in the action taken at a city level. In total 108 Nordic cities have promised to reduce their emissions as part of the Covenant of Mayors, where cities adopt a climate change mitigation target. However, this number is still relatively modest compared with some other EU countries, such as Italy with nearly 2 000 commitments. Table 2.5 shows the number of Nordic cities taking part in the Covenant of Mayors by country. A typical emissions reduction commitment is around 20-30% by 2020, with a few cities promising deeper emissions reductions of up to 80% by 2020. The reference year for the emissions reductions varies considerably between cities, from 1990 to 2010.

<table>
<thead>
<tr>
<th>Country</th>
<th>Covenant of Mayors signatories</th>
<th>Signatories submitting a Sustainable Energy Action Plan</th>
<th>Typical mitigation commitment range by 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Denmark</td>
<td>37</td>
<td>34</td>
<td>20-50%</td>
</tr>
<tr>
<td>Finland</td>
<td>10</td>
<td>9</td>
<td>20-35%</td>
</tr>
<tr>
<td>Iceland</td>
<td>1</td>
<td>1</td>
<td>22%</td>
</tr>
<tr>
<td>Norway</td>
<td>8</td>
<td>7</td>
<td>20-38%</td>
</tr>
<tr>
<td>Sweden</td>
<td>52</td>
<td>50</td>
<td>20-65%</td>
</tr>
</tbody>
</table>

Notes: Covenant of Mayors signatories commit to the programme; submitting a Sustainable Energy Action Plan commits the signatories to an emissions reduction target.

All Nordic capitals are aiming for low-carbon energy systems. Copenhagen has the most ambitious target, to reach carbon neutrality by 2025, and Oslo has published a target to reduce emissions by 95% by 2035. Other capitals are aiming for low-carbon energy systems by 2050 with an emissions reduction target of 80%. It is evident that Copenhagen’s and Oslo’s goals, while very ambitious, set excellent examples of urban leadership. The other capitals’ targets largely follow national targets for reaching low-carbon energy systems by 2050.

In the cities’ action plans, carbon neutrality is achieved with emissions reductions within the city borders. However, the phasing-out of coal or other fossil fuels within the borders of a capital region may increase energy imports from other regions, as capitals are densely populated without the resources necessary to support energy consumption entirely from renewable sources. Capitals are connected to national energy systems and all actions should be planned in recognition of the need for overall domestic reductions.
Transport
Transition to low-carbon energy systems presents a huge challenge to both urban passenger and freight transport. Chapter 1 highlighted that it is necessary to both decarbonise passenger transport and make alternative transport modes more available, desirable and cost efficient to a larger number of citizens. For freight transport, the measures include both decarbonising fuels and increasing the energy efficiency of the transport chain. It is often easier to demonstrate these measures in urban areas where the population density is higher, travelled distances are shorter, new services have more customers, and new infrastructure is more compact to build.

Nordic countries have a strong track record of implementing policies to decarbonise transport and supporting public transport. Policies in all countries include support for public transport, cycling and walking, EVs, biofuels and tax incentives for low-carbon transport, but each Nordic country has its own focus areas. Denmark has promoted rail traffic, cycling and walking; Finland has invested in making advanced biofuels available; Iceland linked the carbon tax on transport fossil fuel to the EU ETS carbon price; Norway is making an aggressive push for EVs; and Sweden is supporting the roll-out of electric transport and biofuels. Additional actions at the city level include investment in public transport, road tolls, building new lanes for bicycles, investing in EV charging infrastructure, investing in larger parking areas near public transport hubs and supporting local alternative fuels, such as transport biogas from landfills. The transition to a low-carbon transport system requires systematic, co-ordinated and sustained effort at all levels – EU, national and city.

Buildings
The energy consumption of buildings was estimated to account for 43% of the final energy consumption of Nordic urban areas in 2013. The transition to low-carbon energy systems requires both increasing the energy efficiency of buildings and decarbonising the supply of energy to buildings. Extensive efforts are needed, especially in the deep retrofitting of existing buildings. As estimated in Chapter 1, approximately 70% of the building stock in 2050 is expected to be comprised of buildings that exist today. Low-carbon targets should encompass both accelerated renovation rates and more aggressive efficiency improvements.

New building stock should be efficient and new urban areas should be planned efficiently. All Nordic countries are demonstrating smart city projects, which aim to increase the efficiency of cities, save resources, and decrease the amount of time required for commuting and errands. These projects are in the early phase of implementation and other Nordic urban areas should learn from both their successes and failures where good data are available.

A considerable share of buildings emissions are indirect emissions from power and heat production, depending on the fuel mix of each urban area. Buildings energy efficiency measures are not sufficient alone if the energy supply is not also decarbonised. In many urban areas, renewable energy potential is insufficient to supply all consumption, as it is limited by the space available and the high density of buildings. A larger share of buildings energy will be delivered through the electricity grid and district heating and cooling grids.

Urban energy supply
Urban energy supply covers the delivery of electricity, heat, gasoline, diesel and many other fuels to end-use sectors requiring energy. Urban energy production covers most of the consumed district heat and also a part of the consumed electricity. Transport fuels are mostly produced in other regions and transported to urban areas. The main focus of decarbonising the urban energy supply is to decarbonise the supply of heat. Decarbonising electricity production is also crucial, but this benefits from greater flexibility and more policy options as electricity is easier to import to urban areas through transmission lines.
In Nordic urban areas, the production of power and heat emits one-third of total urban CO$_2$ emissions. This is largely from the co-generation of electricity and heat, but partially also from heat-only production during the cold winter months. At the moment, half of the heat produced in Nordic urban areas is from solid biomass. The remaining half is produced with coal, peat, natural gas and waste. Decarbonising the production of heat is both crucial for achieving carbon-neutral targets and challenging from a security-of-supply perspective.

One of the potential core technological solutions for future Nordic urban energy systems is fourth generation district energy network technology, which enables extensive co-generation and wide utilisation of district heat networks into the future. This is characterised by low-temperature heat supply, integration of ambient, waste and solar heat as well as district cooling in the system, heat recycling, power-to-heat flexibility of co-generation, storage systems and intelligent control systems, as described in Table 2.6. The concept thus represents an extensive system integration solution covering a wide range of individual technologies. Without the enhancements of fourth generation technology, Nordic district heating networks may not be able to maintain viability as a long-term low-carbon solution. However, with new generation technology, it may well be possible to further develop and utilise the current extensive Nordic district heating infrastructure for achieving an efficient and sustainable carbon-neutral system.

With respect to the low-carbon policy targets, new district heat network technology offers several important advantages. First, energy efficiency is improved both on the production and distribution side. Second, the co-generation power-to-heat ratios can be raised, and renewable heat sources can be easily integrated into the system, both because of the lower supply temperatures. And finally, the system as a whole provides better flexibility in both electricity and heat supply, which is important for integrating variable renewables.
Table 2.6  Development of district energy systems by technology generation

<table>
<thead>
<tr>
<th>Distribution</th>
<th>1st generation</th>
<th>2nd generation</th>
<th>3rd generation</th>
<th>4th generation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat carrier</td>
<td>Steam</td>
<td>Hot water &gt;100°C</td>
<td>Hot water &lt;100°C</td>
<td>Warm water 50-70°C</td>
</tr>
<tr>
<td>Piping</td>
<td>In situ insulated steel pipes</td>
<td>In situ insulated steel pipes</td>
<td>Pre-insulated steel/plastic pipes</td>
<td>Pre-insulated flexible pipes</td>
</tr>
<tr>
<td>Circulation</td>
<td>Steam pressure</td>
<td>Central pumps</td>
<td>Central pumps</td>
<td>Distributed pumps</td>
</tr>
<tr>
<td>Buildings, typical SEC</td>
<td>Multi-storey, &gt;250 kWh/m²</td>
<td>Multi-storey, 200-300 kWh/m²</td>
<td>Urban buildings, 100-200 kWh/m²</td>
<td>Any buildings, 25-150 kWh/m²</td>
</tr>
<tr>
<td>Metering</td>
<td>Condensate meters for steam</td>
<td>Substation heat and flow meters</td>
<td>Heat and flow meters, wireless reading</td>
<td>Intelligent continuous real-time monitoring</td>
</tr>
<tr>
<td>Final distribution</td>
<td>High-temperature, steam or water, radiators</td>
<td>High-temperature, water (90°C), radiators</td>
<td>Medium-temperature water (70°C), radiators/ radiant floor heating</td>
<td>Indirect low-temperature radiators (50°C), radiant floor heating</td>
</tr>
<tr>
<td>Cooling integration</td>
<td>-</td>
<td>First large systems, non-integrated</td>
<td>Supply-side partially integrated</td>
<td>Fully integrated</td>
</tr>
<tr>
<td>Domestic hot water</td>
<td>Tanks directly heated by steam</td>
<td>Tank directly heated to 60°C</td>
<td>Heated by heat exchanger to 50-60°C</td>
<td>HP-enhanced heat exchangers to 40-50°C</td>
</tr>
<tr>
<td>Heat energy sources</td>
<td>Mainly coal</td>
<td>Mainly coal and oil</td>
<td>Fossil and biofuels, waste, electricity</td>
<td>Biofuels, heat recycling, renewable electricity</td>
</tr>
<tr>
<td>Integration with electricity supply</td>
<td>Co-generation of heat and power, no role on balancing market</td>
<td>Co-generation of heat and power, no role on balancing market</td>
<td>Large-scale co-generation, distributed co-generation, electric boilers, heat pumps; rarely on balancing market</td>
<td>Low-temperature co-generation systems with power-to-heat flexibility, integrated with heat pumps, boilers and solar collectors; on balancing market</td>
</tr>
<tr>
<td>Storage systems</td>
<td>-</td>
<td>Tank thermal buffer</td>
<td>Tank, pit, borehole and aquifer storage</td>
<td>Combined storage for heat and cooling</td>
</tr>
</tbody>
</table>

Notes: BAT = best available technology; HP = heat pipe; SEC = specific energy consumption; kWh/m² = kilowatt hour per square metre.

Behaviour change
Consumer behaviour is an important aspect of energy systems that affects consumer choices and the use of technology. It is possible to use the same technology more or less energy efficiently. There is a long history of information campaigns aimed at citizens to promote eco-driving, using more public transport and saving energy in buildings. A good example of consumer behaviour campaigning comes from Copenhagen, where the number of people cycling increased by 25% and the amount of kilometres cycled by 5% between 2009 and 2014 (Copenhagen Green Accounts, 2014). The average distance cycled per person decreased during this period, but many new cyclists started to cycle at least part of the year. During the same period, the distance travelled by car decreased by 5% from 4.9 million kilometres per year to 4.7 million kilometres per year.

Typical consumer behaviour means that more efficient technology combined with higher incomes result in greater energy consumption – this is called the rebound effect. As Nordic countries have become wealthier and technology has improved, distances travelled and floor area per capita have increased. In Nordic urban regions, passenger transport demand per person increased by 10% from 2000 to 2015 and the amount of floor area per person
increased by 9% over the same period. In total, energy consumption from buildings has decreased by 15% but energy demand for passenger transport has remained unchanged.

A number of emerging technological fields and business models may affect consumer behaviour in ways that are yet to be fully understood. Autonomous vehicles and the sharing economy (the Uber Pool ride sharing application being an oft-cited example) are two factors that, while not explicitly modelled in the scenarios, may lead to reductions in car ownership rates in urban areas and more efficient driving patterns, among other benefits. However, there is a risk that greater access to car-based mobility may create a rebound effect of increased car use, offsetting part of the efficiency gains.

Urban scenarios: what is the role of Nordic cities and urban regions in reaching carbon neutrality?

Low-carbon urban areas – ambitious but realistic targets

Nordic urban areas are facing an enormous challenge to decarbonise their energy systems, as their population is expected to increase by 30% from 2013 to 2050. To become low-carbon, urban areas require ambitious efforts to build a balanced combination of reducing energy demand, supplying low-carbon energy and integrating smart energy systems.

The Nordic urban scenarios presented in this report have been developed as an integral part of the global scenarios set out in the International Energy Agency (IEA) Energy Technology Perspectives 2016 (ETP 2016). Box 1.1 in Chapter 1 of this publication describes the scenarios in detail. The Nordic Carbon-Neutral Scenario (CNS) reflects the diverse stated aims of Nordic countries to have an energy system with net zero CO₂ emissions. The CNS is very ambitious but possible to achieve. In the CNS, the final energy demand of Nordic urban areas decreases by 11% from 2013 to 2050 while direct CO₂ emissions decrease by 89%. The Nordic 4 Degree Scenario (4DS) serves as a less ambitious reference scenario for the analysis, but it still requires strategic policy action and mitigation efforts. In the 4DS, the final energy demand of Nordic urban areas increases by 9% and direct CO₂ emissions decrease by 50% from 2013 to 2050. Per-capita energy demand also decreases in the 4DS.

Nordic countries have both common challenges and their own characteristics and opportunities when searching for suitable solutions towards low-carbon urban areas. The transport sector is a challenge to decarbonise and requires both domestic measures and co-operation at international level to agree on stricter vehicle standards. Each Nordic country has to also decarbonise power and heat production, although Iceland has already achieved this and Norway is close to reaching this goal. The practical solutions for integrating power and heat production systems depend highly on national circumstances.

Transport

Urban transport is one of the core sectors where extensive transformation to an efficient low-carbon energy system should take place. Measures are required to improve transport energy efficiency, decarbonise transport fuels and support modal shift to public transport, cycling and walking.

Energy efficiency is one of the cornerstones of low-carbon urban areas. In the CNS, the per-capita energy demand of urban transport and buildings decreases by 20% between 2015 and 2030 and by a further 20% between 2030 and 2050. Despite increasing population,
The most important measures to decarbonise the urban transport sector are energy efficiency, drop-in second-generation biofuels, and electric and hybrid vehicles. All of these technologies have a prominent role in achieving the carbon-neutral urban system by reducing transport sector emissions to close to zero and energy consumption by 35% by 2050. For passenger travel, the core technologies are full-electric and plug-in hybrid vehicles, as well as modal shift to public transport (Table 2.7). For freight transport, second-generation drop-in biofuels, hybrid vehicles and logistical improvements make a significant contribution. In rural areas, distances travelled are longer and EVs do not play a similar role.

Both the 4DS and CNS project that transport activity will increase in Nordic urban areas due to increasing population and increased mobility of passengers and goods. Energy-efficient
infrastructure is important to decrease the growth in transport demand. When the design of urban planning and infrastructure supports low-carbon targets, citizens have to travel shorter distances to take care of their daily needs and can use public transport, cycle or walk. In total, passenger transport activity (passenger kilometres) is estimated to increase by 50% in Nordic urban areas from 2013 to 2050. In the CNS, 4% of this passenger transport activity shifts to cycling and walking by 2050.

<table>
<thead>
<tr>
<th>Low-carbon technologies for urban transport</th>
<th>Effect in scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Passenger car technologies</td>
<td>Efficient cars, hybrid and full EVs, flex-fuel vehicles, fuel-cell cars</td>
</tr>
<tr>
<td>Freight vehicle technologies</td>
<td>Efficient transport vehicles, hybrid and flex-fuel vehicle technologies</td>
</tr>
<tr>
<td>Passenger mode shifts</td>
<td>Shift from passenger cars to public transport, cycling and walking</td>
</tr>
<tr>
<td>Logistical improvements</td>
<td>More efficient transport infrastructure for both passengers (pkm/vkm) and cargo (tkm/vkm)</td>
</tr>
</tbody>
</table>

Notes: pkm = passenger kilometre; tkm = tonne kilometre; vkm = vehicle kilometre.

Buildings
The energy consumption of urban buildings is three times larger than that of urban transport. From this perspective, the buildings sector is much more important in carbon-neutral scenarios. On the other hand, direct emissions from urban buildings (5 MtCO₂ in 2013, 3% of the Nordic total) are much smaller than those from urban transport (36 MtCO₂ in 2013, 18% of the Nordic total). The largest source of emissions in the buildings sector is indirect emissions from power and heat generation, which are four times larger than direct emissions.

One of the key characteristics of the buildings sector is a long lifetime. It is therefore crucial to improve not only standards for new buildings, but also the performance of existing infrastructure. The average heating intensity (kWh/m²) of the Nordic building stock improved by 0.5% per year between 1990 and 2013, but in the CNS the improvement in residential buildings is nearly 2.5% per year.

The most important energy efficiency measures of the buildings sector are retrofitting the existing building stock and implementing low-energy standards for new buildings (Table 2.8). If these measures are implemented rigorously, the average Nordic urban residential building might reach as low a heating demand as 40 kWh/m² per year, which is 50% less than in 2013. At the same time, the urban floor area of residences and the service sector is expected to grow from 1 400 Mm² in 2013 to 1 800 Mm² in 2050. Per capita the rate of growth is lower, from 63 square metres (m²) per person in 2013 to 66 m² per person in 2050. The growing floor area offsets a considerable part of the energy efficiency gains. In total, the final energy demand of urban buildings would remain at its current level in the 4DS and decrease only after many energy efficiency measures are adopted in the CNS (Figure 2.5).
Figure 2.5 Final energy demand of urban buildings in Nordic countries in 2013 (left) and in the scenarios (right)

Key point

Heat demand of urban buildings in the Nordic countries reduces by 50% in the CNS, but the growing floor area offsets a considerable part of the energy efficiency gains. Therefore final energy sources for buildings should be changed to renewable fuels, district heat and electricity.

As an exception, the efficient heating of buildings is not that critical in Iceland, which has abundant geothermal heat available. The CO₂ emissions from heating buildings are already negligible in Iceland and additional energy efficiency improvements are not required to reach carbon neutrality.

Increasingly efficient lighting and appliances play an important role in contributing to the carbon neutrality of Nordic urban areas. In the 4DS, the electricity consumption of the residential and service sectors increases by 43% between 2013 and 2050, while in the CNS the electricity consumption of all these end uses increases by 25%. The electricity consumption of the service sector, in particular, increases when the urban population grows as new types of business develop, such as large-scale servers for internet-based companies in the Nordic countries. Efficiency gains in the service sector and in appliances and cooking make it possible to use the potential of renewables to mitigate fossil fuels in other sectors.

The significance of advanced cooling and heating systems (small-scale heat pumps, solar heating, district cooling and advanced district heating) varies depending on existing infrastructure. Urban areas that currently have a high share of co-generation will benefit more from district cooling and advanced district heating. Areas with a high share of direct electric heating are likely to gain more from heat pumps. Solar heating requires large available surface areas and suits small urban areas better than large. Locally, each of these technologies may have a large impact, but the overall effect in the big picture is relatively small in urban areas. In rural areas the significance of small-scale heat pumps and solar heating is larger, as district heating is not an option to reduce emissions.
Table 2.8  Effect of low-carbon energy technologies in urban buildings in the Nordic CNS

<table>
<thead>
<tr>
<th>Low-carbon technologies for urban buildings</th>
<th>Effect in scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>New building efficiency standards</td>
<td>Implementation of low-energy standards for new buildings</td>
</tr>
<tr>
<td>Building retrofits</td>
<td>Implementation of strict efficiency standards for existing buildings</td>
</tr>
<tr>
<td>Energy-efficient appliances</td>
<td>Advanced lighting and low-energy appliance technologies</td>
</tr>
<tr>
<td>Advanced heating systems</td>
<td>Small-scale heat pumps, solar heating, low-temperature district heat</td>
</tr>
<tr>
<td>Advanced cooling systems</td>
<td>Small-scale heat pumps, district cooling</td>
</tr>
</tbody>
</table>

Under both the CNS and 4DS, electricity consumption per person decreases in urban areas as a result of all applied buildings sector measures. While electricity demand increases in transport, the decrease in the buildings sector is a stronger driver. As a result, urban areas will require less electricity per person in the future accounting both for the buildings and transport sectors (Figure 2.6). Electricity consumption per person decreases more in rural areas as direct electricity heating is replaced with small-scale heat pumps with much higher energy efficiency. In urban areas this effect is smaller as direct electricity heating accounts for only 21% of buildings electricity consumption.

Figure 2.6  Electricity demand per person in the transport and buildings sectors in urban and rural areas in Nordic countries in the 4DS and CNS

Key point  Due to increasing population and electrification of the transport and buildings sectors in urban areas, electricity demand per person does not decrease markedly. By contrast, electricity consumption in rural areas under the CNS decreases by 25% compared to 2013 levels due to increased energy efficiency of the buildings sector.
Versatile low-carbon energy supply required in urban areas

Urban areas have to utilise a large number of renewable energy sources and efficiency improvements to decarbonise their energy supply. Additionally, urban areas might have to import electricity to meet demand. The most significant low-carbon energy supply options in the CNS are co-generation, utility-scale heat pumps, solar PV, and geothermal heat in Iceland. The other low-carbon energy supply options cover a wide range of technologies, as listed in Table 2.9. The list is not exhaustive, but all those listed are needed to achieve the Nordic CNS.

<table>
<thead>
<tr>
<th>Urban low-carbon energy supply options</th>
<th>Effect in scenarios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co-generation</td>
<td>Large- and small-scale low-carbon co-generation technologies</td>
</tr>
<tr>
<td>Solar PV</td>
<td>Distributed rooftop solar PV systems</td>
</tr>
<tr>
<td>Utility-scale heat pumps</td>
<td>Integration of ambient and excess heat sources to district heat network</td>
</tr>
<tr>
<td>Geothermal heat</td>
<td>Utilisation of high-temperature geothermal heat for power and heat</td>
</tr>
<tr>
<td>Low-temperature district heating networks</td>
<td>Decreased supply temperature for improved efficiency and flexibility</td>
</tr>
<tr>
<td>Wind power</td>
<td>Onshore, near-shore and offshore wind power near urban areas</td>
</tr>
<tr>
<td>District cooling</td>
<td>District heating and cooling as an integrated urban energy solution</td>
</tr>
<tr>
<td>Landfill gas capture</td>
<td>Enhanced capture of landfill gas from existing disposal sites</td>
</tr>
<tr>
<td>Solar district heat</td>
<td>Integration of solar heat to district heat network</td>
</tr>
<tr>
<td>Waste to energy</td>
<td>Refuse-derived fuel from processed municipal and industrial waste</td>
</tr>
</tbody>
</table>

The enhanced district heating concepts provide increased flexibility, which is needed for the integration of renewable energy in the overall system, and closer integration with the electricity supply. Together with heat storage, co-generation plants with power-to-heat capability would contribute to the balancing of variable renewable generation.

Co-generation has long been one of the key technologies to increase the energy efficiency of the supply of electricity and heat to urban communities, but the total amount of co-generated heat decreases in the CNS by 40% from 2020 to 2050. The amount of delivered district heat increases in the Nordic countries (Figure 2.7), but the role of large-scale co-generation is likely to decline under strict low-carbon policies, price competition with utility-scale heat pumps and competition for solid biomass from transport fuels. In the 4DS the amount of co-generation is larger than in the CNS as possibilities exist to produce some power and heat from coal and there is less competition for biomass from transport. In the CNS, coal has to be phased out and a larger share of biomass used to produce bioliquids for transport.

The results indicate that district heating networks would remain the dominant technology for the heating of buildings even though co-generation will lose some of its current significance in Nordic cities. That would be possible through the introduction of 4th generation low-temperature district heating networks and the integration of low-carbon co-generation with utility-scale heat pumps, electric boilers, solar heat collectors, district cooling, and new combined storage technologies for heating and cooling.
Integrating utility-scale heat pump systems into the district heat supply appears to have great potential given the characteristics of new generation low-temperature networks, where they would be used to exploit available ambient and excess heat sources efficiently for both district heating and cooling. In addition, distributed solar heat collectors would provide further flexibility to the system.

The rapid development of solar PV systems in recent years has improved the prospects of solar power in the Nordic countries, even though the seasonal distribution is not favourable. In Nordic urban areas, PV production could reach 4 GW peak capacity by 2050 and produce 4 TWh annually depending on the weather conditions of the year. This would correspond to 3% of total capacity in Nordic countries and 1% of total electricity generation. Solar PV has high impact in urban areas, as demonstrated in the Helsinki case study, where nearly all the suitable rooftop potential might become utilised by 2050 under strict climate policies.

Onshore wind power potential is usually limited in large urban areas due to land-use considerations, but most large Nordic cities lie on the coastline and have a considerable near-shore wind power potential. Smaller urban areas also have onshore potential. In the CNS, the amount of wind power near urban areas grows rapidly and reaches 20 GW capacity in 2030 and 40 GW capacity by 2050. In 2050, wind power near urban areas produces 115 TWh of electricity, generating 44% of the electricity consumed in Nordic urban areas. In total, wind power generates 31% of electricity consumed in the Nordic countries in 2050.

The CNS demands significant investment in CO$_2$-free energy supply in both urban and rural areas (Figure 2.8). The share of CO$_2$-free urban energy supply is already high in the Nordic countries, ranging from close to 100% in Iceland to 28% in Denmark in 2013. In the 4DS the share of fossil fuels decreases slowly after 2020, but in the CNS the fossil share decreases by 1% per year after 2020.
### Figure 2.8

TPES in 2013 (left) and total for Nordic urban areas in the 4DS and CNS from 2013 to 2050

#### Notes:
- Other renewables include geothermal heat (Iceland), ambient heat from heat pumps, and solar; TPES = total primary energy supply.
- Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

#### Key point

The categories Biomass and waste and Other renewables (including heat pumps and solar) see the greatest increase in share of TPES in both the 4DS and CNS.

In the 4DS, the share of CO₂-free energy supply in urban areas increases from 61% in 2013 to 75% in 2050 (Figure 2.9). In the CNS, the amount of fossil fuels used decreases due to energy efficiency measures and the additional deployment of renewable energy, causing the CO₂-free energy supply to reach a share of 89% in urban areas by 2050. The remaining fossil fuels are very difficult to mitigate as they are consumed in industry, transformation and, to a certain extent, also in transport. The CO₂-free share of primary energy increases more in rural areas, as its share was considerably lower in 2013. In the CNS, the remaining fossil fuels are used mostly in international transport and in industry, applications that are technically difficult to fully decarbonise. These figures include all primary energy supply sources to all urban energy-consuming sectors.

#### Smart system integration essential to match consumption and production

The integration of large amounts of variable production in the system requires cross-sectoral technologies to balance supply and demand, such as distributed energy storage and demand monitoring and management systems (Table 2.10). Smart transmission and control systems can also be expected to make an important contribution to the integration of the buildings sector and mobility into the system, e.g. buildings could be prosumers and also use local electricity for charging the batteries of EVs. The integration of electricity supply and demand is described in detail in Chapter 3.

<table>
<thead>
<tr>
<th>Table 2.10</th>
<th>Effect of low-carbon energy supply options in Nordic urban areas in the CNS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply-demand balancing technologies</td>
<td>Effect in scenarios</td>
</tr>
<tr>
<td>Storage technologies</td>
<td>New energy storage technologies for electricity and heat</td>
</tr>
<tr>
<td>DSM options</td>
<td>Smart demand load shifting</td>
</tr>
<tr>
<td>Distribution and control systems</td>
<td>Smart transmission and energy system control</td>
</tr>
</tbody>
</table>

Note: DSM = demand-side management.
In the CNS, the CO$_2$-free share of urban energy supply reaches 87% by 2050, with rural areas reaching only 71%, demonstrating the importance of urban leadership in GHG mitigation.

The significance of energy system management and system integration is particularly important in large cities. In Nordic urban areas, 61% of the energy demand of the buildings and transport sectors is distributed through the electricity grid and district heating networks. By 2050 this share would increase to 76% in the CNS (Figure 2.10).

Urban energy systems will become highly integrated as the buildings and transport sectors optimise their supply and demand with the help of intelligent energy systems and new services.
This share is considerably higher in the Nordic countries than in most other regions. In an average global urban area, only 26% of final energy is delivered through electricity and heat grids. By 2050, the share is expected to increase to 36% in an average urban area, with the European Union very close to these global averages. In 2013, only 27% of urban final energy in the European Union was delivered through electricity and heat grids, with the share anticipated to increase to 40% by 2050 in the CNS.

**Urban areas reduce CO₂ emissions in all sectors**

Direct CO₂ emissions in Nordic urban areas decrease from 2013 onwards (Figure 2.11), with a reduction of 90% by 2050. The largest emission reductions in the CNS in urban areas are achieved in the transport sector, followed by power and heat production, industry and in transformation. Direct emissions from the buildings sector are abated already in the 4DS. Emission reductions in rural areas focus mostly on the transport sector, which is also the largest source of direct CO₂ emissions in urban areas. Direct CO₂ emissions from rural areas peak at 2015 and decrease after that both in the 4DS and the CNS.

**Figure 2.11** Direct CO₂ emission reductions in the Nordic region in the CNS as compared to the 4DS

Note: MtCO₂ = million tonnes of carbon dioxide.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** The largest emission reductions in the CNS are required in the transport sector, both in urban and rural areas. Emissions from the buildings sector are due to fall in the 4DS due to the implementation of targets and regulations that are already in place.
Nordic capitals leading the low-carbon transition by example

Sustainability has been integrated in the planning of many Nordic cities. Other regions’ cities may learn from the success stories and challenges to sustainable urban development. This section compiles brief statistics for each Nordic capital, with case studies of Helsinki and Oslo using detailed TIMES-VTT and TIMES-Oslo models respectively.\(^2\)

A large proportion of the Nordic population live in the capitals. At the upper extreme is Reykjavik, where almost 40% of Iceland’s population resides, with over 60% in the greater Reykjavik area. In other Nordic countries, the capital houses about 10% of the population. In comparison, in France and Germany the capitals’ share of the population stands at about 3-4%.

There is relatively little industry in the capitals and most energy, electricity and heat are consumed in buildings and transport. In general, the Nordic capitals consume about 5-6% of total domestic energy demand, but directly produce only 3% of national GHG emissions. Indirectly the capitals’ shares are larger, as they import electricity from other parts of the country. Reykjavik’s share is higher in both (12% of energy demand and 7% of GHGs), but with a pattern similar to other Nordic countries. On the one hand, larger cities enable more efficient energy solutions, such as district heating and cooling, multi-storey buildings and public transport. On the other hand, all agriculture and most industry tend to be located in other areas, meaning that capitals import considerable amounts of goods and energy from the rest of the country.

All Nordic capitals have extensive district heating networks and lower emissions than the urban average in the region (Table 2.11). The share of district heating is the highest in Reykjavik, where 99.9% of buildings are heated with district heating. The lowest share of district heating is in Oslo, which has a high share of direct electric heating. The capital with the highest share of renewable energy consumption is Reykjavik, which has abundant geothermal energy. The lowest share of renewable energy is in Helsinki, which uses coal and natural gas for centralised power and heat production.

<table>
<thead>
<tr>
<th>Table 2.11</th>
<th>Comparison of Nordic capitals and urban average in the buildings and transport sectors and energy supply</th>
</tr>
</thead>
<tbody>
<tr>
<td>2013</td>
<td>Buildings sector</td>
</tr>
<tr>
<td></td>
<td>Energy demand per person GWh/person tCO₂ emissions per person CO₂ emissions per person GWh/person tCO₂/person</td>
</tr>
<tr>
<td>Nordic urban average</td>
<td>13 1.6</td>
</tr>
<tr>
<td>Copenhagen</td>
<td>10 2.0</td>
</tr>
<tr>
<td>Helsinki</td>
<td>14 1.6</td>
</tr>
<tr>
<td>Oslo</td>
<td>16 0.8</td>
</tr>
<tr>
<td>Reykjavik</td>
<td>26 0.0</td>
</tr>
<tr>
<td>Stockholm</td>
<td>9 1.1</td>
</tr>
</tbody>
</table>

\(^2\) The TIMES (The Integrated MARKAL-EFOM System) model generator was developed as part of the IEA-ETSAP (Energy Technology Systems Analysis Program), an international community which uses long-term energy scenarios to conduct in-depth energy and environmental analyses (Loulou, Goldstein and Noble, 2004). The TIMES model generator combines two different, but complementary, systematic approaches to modelling energy: a technical engineering approach and an economic approach. TIMES is a technology-rich, bottom-up model generator, which uses linear-programming to produce a least-cost energy system, optimised according to a number of user constraints, over medium- to long-term time horizons. In a nutshell, TIMES is used for, “the exploration of possible energy futures based on contrasted scenarios” (Loulou et al., 2005).
The highest per-capita emissions among Nordic capitals are from district heating and electricity in Copenhagen and from transport in Reykjavik, which are both above the average for Nordic urban areas. Both Copenhagen and Helsinki have decided to stop using coal for power and heat production, which will lower the emissions of the buildings sector. Reykjavik’s emissions reduction target might be more difficult to reach as electricity and heat are already derived from renewable resources.

**Helsinki Metropolitan Region of Finland has set ambitious targets**

The Helsinki Metropolitan Region includes the capital city of Helsinki and neighbouring cities of Espoo, Vantaa and Kauniainen. Together they are often referred to as the capital region of Helsinki. These four municipalities have adopted a common climate strategy since 2007 (HSY, 2010). The Helsinki Metropolitan Region Climate Strategy to the year 2030 seeks to reduce the region’s per-capita CO₂ emissions by 39% of the 1990 level by 2030. This will mean reducing per-capita emissions by about one-third of the 2004 level by 2030. The strategy has been updated and extended in recent years to include the 2050 low-carbon target, with a GHG emission reduction of 80% corresponding to the national target. In addition, the capital region in this study includes a neighbouring municipality, Kerava, which is connected to the district heating network of Helsinki, Espoo, Kauniainen and Vantaa.

The above five cities are highly interconnected. For example, public transport between the cities is highly flexible and their district heating systems are highly connected. Finland’s largest international airport is sited in Vantaa, while its largest harbours are in Helsinki. It is commonplace for citizens to work and live in different cities, which increases the need for mobility. Over 120 000 workers commuted to the capital region from the neighbouring municipalities in 2012 (Figure 2.12). A total of 31 000 employees commuted from the capital region to neighbouring municipalities, increasing the number of commuters to 150 000. According to surveys, 48% of employees travelling to work within the capital region used private cars, while 56% of commuters into and out of the capital region used private cars.

However, there are also differences between the cities. Helsinki is the most densely populated, with blocks of flats predominant, while the other cities have more detached houses and areas of unbuilt land. Helsinki and Espoo are coastal cities, which increases the potential for offshore wind power. Finland’s largest waste incineration plant is in Vantaa, where most of the burnable waste is transported from the whole capital region.

The government of Prime Minister Sipilä has set targets to phase out the combustion of coal for electricity production by 2030 and to increase the use of renewables in the transport sector to 40% by 2030. In addition, the use of imported oil should be halved from current levels and the use of domestic energy sources increased up to 55%. All these targets will pave the way for urban energy investments and GHG mitigation. Phasing out coal will be especially challenging for Helsinki, as coal provides about one-third of its energy needs. However, several clean energy solutions are already in use in the capital region. For example, the Katri Vala heat pump plant in Helsinki is the largest in the world to produce heating and cooling. An interesting demonstration project in Espoo uses deep-hole drilling to produce district heating from ground heat. It has been estimated that ground heat from this project could cover 10% of the district heating demand of the city of Espoo. All energy consumers in the capital region have smart metering (as in the rest of Finland), while the Kalasatama district of Helsinki is developing and demonstrating smart energy systems that include efficient urban planning, improved traffic logistics, local energy production, EV charging points and integrated district heating and cooling.
Figure 2.12: The share of employees commuting to the capital region in Finland.

This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.


Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

### Key point

Over 40% of the workforce in neighbouring municipalities commute to the capital region for work, increasing congestion during peak hours and the amount of traffic in general.

This case study for the capital region has been modelled within the TIMES-VTT model (see Annex 1 for model description). For the purposes of this modelling, the Metropolitan Region is taken to be an agglomerate of five municipalities (Helsinki, Espoo, Vantaa, Kauniainen and Kerava), with a total population of about 1.14 million in 2015 (Table 2.12), which is about a quarter of the whole Finnish population. Kerava is included in the case study analysis because its district heating network is highly integrated with those of the other cities.

### Table 2.12: Land area, population and energy statistics for the Metropolitan Region (including Kerava)

<table>
<thead>
<tr>
<th>City</th>
<th>Land area</th>
<th>Population</th>
<th>Density, person/km²</th>
<th>Final energy in 2013, TWh</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>km²</td>
<td>2014</td>
<td>2050*</td>
<td>2014</td>
</tr>
<tr>
<td>Helsinki</td>
<td>214</td>
<td>621 771</td>
<td>760 000</td>
<td>2 909</td>
</tr>
<tr>
<td>Espoo</td>
<td>312</td>
<td>265 500</td>
<td>368 000</td>
<td>850</td>
</tr>
<tr>
<td>Kauniainen</td>
<td>6</td>
<td>9 139</td>
<td>12 500</td>
<td>1 552</td>
</tr>
<tr>
<td>Kerava</td>
<td>31</td>
<td>35 741</td>
<td>44 000</td>
<td>1 167</td>
</tr>
<tr>
<td>Vantaa</td>
<td>238</td>
<td>210 538</td>
<td>275 000</td>
<td>883</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>801</td>
<td>1 142 689</td>
<td>1 460 000</td>
<td>1 427</td>
</tr>
</tbody>
</table>

Note: km² = square kilometre.

Source: *Statistics Finland (2014), Population by Gender and Municipality from 1990 to 2013.*
Pathways to a smart and clean Helsinki Metropolitan Region

The development of the regional energy system has been studied under two scenarios, the Helsinki 4DS and the Helsinki CNS. The Helsinki 4DS can be viewed as a counterpart to the Nordic 4DS. However, because all energy end-use sectors are integrated in the TIMES-VTT model, and it also includes all the non-energy related GHGs listed in the Kyoto protocol, a more detailed modelling of the EU 2030 climate and energy policy package is possible. This is included in the Helsinki 4DS. The Helsinki CNS roughly corresponds to the Nordic CNS described in the Chapter 1. Here new policies are especially assumed to include strict energy efficiency standards for both new and existing buildings, and stronger support for public transport, particularly rail. In addition, a variant of the CNS has been studied, which assumes that the application of carbon capture and storage (CCS) will be limited in Europe, for example due to the poor acceptability of long-term CO₂ storage and techno-economic barriers of large-scale CCS. This No Carbon Capture (Helsinki NCC) (i.e. no CCS in CNS) scenario is important to show the possible impacts of the government’s targets to phase out coal and to limit the use of other fossil energy sources. Consequently, this scenario will entail still heavier reliance on variable renewable energy sources. Otherwise the assumptions in the Helsinki NCC scenario closely follow the Helsinki CNS.

Figure 2.13 Final energy demand (excluding aviation) in the Metropolitan Region

In the results, under the CNS overall final energy demand decreases by about 20% by 2030 and by more than 25% by 2050, while it increases slowly in the 4DS (Figure 2.13). In the 4DS, energy efficiency markedly increases due to 2020 and 2030 climate and energy policies set at national and EU levels, but the increase in population, floor area, and the need to transport goods and people, offset this progress. For example, the EU directives and regulations related to energy consumption in buildings and emissions of vehicles are included in the 4DS.

Key point The CNS requires a 25% reduction in final energy from the current level by 2050. In the CNS the energy efficiency of buildings and transport increases most considerably, while the energy consumption of the service sector increases alongside higher GDP and urban population.
However, the final burden sharing of the EU 2030 policies is not yet decided, and this will have a particular impact on GHG reductions in the transport and buildings sectors by 2030 under the 4DS. In the CNS, new clean and energy-efficient technologies are implemented in all the sectors, but the largest reductions in per-capita energy intensity take place in the transport and residential sectors. In the service and industrial sectors, final energy use may still show a small increase, largely due to the growth in economic activity in the Metropolitan Region.

Demand for space heating and hot water decreases quite dramatically due to more energy-efficient buildings (Figure 2.14) both in the 4DS and CNS. In the 4DS, the EU regulation related to near-zero buildings drives the reduction. In the CNS, the renovation speed of old buildings is accelerated, such as the implementation of new and smart technologies in new building stock. In this case study it is also assumed that the building stock will be slightly different in the CNS, i.e. denser and higher buildings, which also make new solutions more competitive. Compared to 2010, demand decreases by more than 45% by 2030 and up to 55% by 2050. Despite the declining demand, the results indicate that district heating is able to maintain its dominant share in the heat market, by taking advantage of the large existing infrastructure, synergies with district cooling, added flexibility provided by new supply options, and buffer storage integrated into the district heat network. In the CNS, the assumptions made on the building stock result in 4th generation district heating and cooling systems being more competitive as well. In all the scenarios and through the whole scenario period the share of district heating stays above 75% of final energy for heating. In the CNS and the NCC scenario, the share is even higher at approximately 85% in 2030-50. Unlike heating demand, the demand for cooling shows a considerable increase in all scenarios and a large part of it is satisfied by district cooling.

**Figure 2.14** Final energy for residential and service sector heating in the Metropolitan Region

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Total heat demand decreases in all the scenarios, but the market share of district heating will stay above 75% in all the scenarios.
Despite the limited availability of biomass resources in the Metropolitan Region, an increasing share of district heating and cooling is produced from renewable energy sources (Figure 2.15). Biomass and biofuels are mainly imported into the Metropolitan Region from other regions in Finland, although some biomass from Russia and biofuels from global markets will be imported in the CNS and NCC scenario (~7 PJ in 2050).

In addition to renewable bioenergy and waste, by 2050 both scenarios show a large contribution from heat recovery sources, which include ambient heat and excess heat utilised in utility-scale heat pumps connected to the network. Figure 2.15 also shows the NCC scenario, which includes one of the excess heat options for the Metropolitan Region, which uses low-grade heat from the Loviisa nuclear power plant, situated about 80 km east of the region. In the CNS some fossil co-generation with CCS is shown in 2050, which is largely replaced with excess nuclear heat in the NCC scenario and also with increased investment in heat pumps. Policy makers, experts and the public have varying opinions on district heating from nuclear power. Here it is modelled as a technical option.

**Figure 2.15** Heat production in the Metropolitan Region by fuel used

Electricity consumption has been increasing relatively rapidly in the Metropolitan Region over the past few decades. In the scenarios the growth trend resumes after the current stagnation, even though there is a major shift to new clean technologies (Figure 2.16). This is driven by the considerable increase in population, economic activity and income levels. Electricity consumption is projected to grow particularly in the service sector, due to increasing floor area.

In contrast, greater efficiency in applications and decreasing amounts of electricity for heating reduce electricity consumption, in particular in the CNS and NCC scenario. For example, light-emitting diode (LED) lighting and low-energy refrigeration and office equipment become dominant in these scenarios. Comparing electricity consumption in the 4DS with the CNS
and NCC scenario, the difference is less than 10%, indicating that a large share of these investments are already cost-competitive in the 4DS, as indicated above.

**Figure 2.16** Electricity consumption by sector in the Metropolitan Region

![Graph showing electricity consumption by sector](image)

Figures and data in this report can be downloaded at [www.iea.org/etp/nordic](http://www.iea.org/etp/nordic).

**Key point**  
Electricity consumption shows an increasing trend in the long term due to increased population and GDP, and electrification of the urban energy system. Service sector electricity demand is already the largest and its dominance becomes even more significant in the long term.

The self-sufficiency of the Metropolitan Region in the supply of electricity is likely to decrease for multiple reasons (Figure 2.17). First, the estimated techno-economic potential of renewable resources in the region is insufficient to both replace the existing electricity sources and cover new demand. In addition, many renewable energy sources, such as biomass and wind, have larger potential and are cheaper to exploit outside the region. Electricity is also increasingly imported from the Nordic markets, especially in the NCC scenario. However, in these scenarios no additional subsidies were introduced for solar or wind generation and therefore renewable electricity’s share could be higher than that presented.

Even without subsidies, the breakthrough in solar occurs around 2030, and by 2050 about 90% of the total estimated rooftop potential of the Metropolitan Region is utilised for solar panels in the NCC scenario, where all the fossil-fuelled co-generation is phased out. Southern Finland, southern Sweden and Denmark have the best solar irradiance and grid parity will be reached somewhat later in the other areas of Finland. Considering the recent trend of very rapidly decreasing costs of PV panels and related systems it is, however, very challenging to model and analyse the role of solar in the national energy balance, including urban regions. New renewable hybrid solutions and flexibility options could increase the competitiveness of solar even further. In addition, the willingness of private citizens to pay for their own solar installations could also speed investment.

Solid biomass can be imported to the Metropolitan Region from rural Finland, but can also be consumed elsewhere in Finland, avoiding the high costs of long-distance transport. It could also be imported from international markets, but the increasing price of imported solid
biomass limits its use in the Metropolitan Region in the CNS and NCC scenario. Interestingly, in the 4DS the lower price of solid biomass due to lower demand (less bioliquids in transport) results in solid bioenergy being a more attractive option for co-generation in the region.

The results thus indicate that the Metropolitan Region would become increasingly dependent on electricity imports without policies to support its own production. This is due to the fact that biomass is more abundant outside the region, where the investment conditions for wind are also better. This also means that the role of large-scale co-generation as a highly energy-efficient solution to the metropolitan energy supply could decline due to higher costs of biomass supply, increasing the importance of distributed energy production even in the city region.

Nonetheless, given that the electricity imported from the rest of Finland or other Nordic countries would also essentially be carbon-free in the CNS and NCC scenario, the emissions from imported electricity would have little effect on the GHG balance even if allocated to the region (Figure 2.17). In fact, even today the municipal energy companies of the Metropolitan Region have notable shareholdings in electricity generation outside the area, which is an important part of their electricity supply portfolio.

**Figure 2.17** Metropolitan region electricity supply by energy source

![Figure 2.17](image)

Note: Gas category includes biogas.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** The Metropolitan Region becomes increasingly dependent on electricity imports. By 2050 combustible fuels, i.e. both fossil and biomass, are burned almost entirely with CCS technology.

The transport sector is the second most important source of GHG emissions in the Metropolitan Region, after heating. The CNS requires huge efficiency improvements through extensive electrification of passenger transport, with freight moving to hybrid and biofuel vehicles (Figure 2.18). Fuels used in domestic or international aviation are excluded from the analysis. The results indicate that transport final energy in the capital region could be reduced by 20-30% by 2030, and even 30-60% by 2050, compared to current levels through tightening emissions reduction targets and assumed lower costs of new efficient
technologies, such as electric, hybrid and fuel-cell vehicles. The highest reductions are observed in the CNS and NCC scenarios but the EU 2030 policies, which are included in the 4DS, would also have an impact on development by 2030.

Figure 2.18 Final energy in transport (excluding all aviation) in the Metropolitan Region

Note: Other includes natural gas and biogas.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point Energy efficiency of mobility increases dramatically due to renewal of the transport stock with new high-efficiency vehicles, especially EVs. In addition, increased public transport use, cycling and walking would be needed to decrease the use of final energy in urban mobility.

The results also indicate that biofuels will be the most important energy source for transport by 2030, but by 2050 mobility in the Metropolitan Region is highly electrified with a share of transport final energy above a 50% share. Looking at demand for personal mobility, EVs would account for about 75% of metropolitan passenger car and bus transport in 2050, with the expansion of the rail network bringing a further shift to electricity. In this case study 2nd generation biofuels produced from domestic wood resources become competitive largely due to EU 2030 climate and energy policies and also because of the new national renewables targets for transport (40% in Finland in 2030). These 2nd generation biofuels are so-called drop-in fuels, i.e. they may be used up to 100% in the existing vehicle fleet, which makes them a cost-effective solution by 2030. Looking at the results at national or Nordic levels, it is clear that 2nd generation biofuels dominate while the share of EVs is much lower (see Chapter 1), because long-distance freight, shipping and aviation are run with drop-in biofuels.

The GHG emissions of the Metropolitan Region decrease to 50% below the 2010 level by 2050 even in the 4DS, thanks to EU 2030 policies and nationally decided policy measures (Figure 2.19). In the Helsinki CNS, bioenergy with carbon capture and storage (BECCS) would have a notable role in achieving negative emissions by combining the use of bioenergy with CCS in a large central co-generation plant for the region. However, even without the help of
CCS, carbon neutrality also appears achievable in the Helsinki NCC scenario, albeit requiring larger imports of electricity.

**Figure 2.19** GHG emissions by sector in the Metropolitan Region

![GHG emissions by sector in the Metropolitan Region](image)

Note: It is assumed that BECCS enables negative emissions.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** The Metropolitan Region has a key role to play in reaching the national CNS targets. The largest CO₂ source today, energy production, should become carbon neutral or even carbon negative, while the other emitting sectors also need to reach near-zero targets to ensure that national CNS targets are reached.

**Analysis of climate and energy measures for Oslo**

The city of Oslo has in recent years worked towards ambitious climate targets: to ensure public transport is climate neutral by 2020; to reduce CO₂ emissions from fossil energy sources by 50% by 2020, and to become carbon neutral by 2050. The new city council, which was elected in September 2015, updated the climate targets on 18 February 2016 to become even more ambitious: to reduce GHG emissions by 50% by 2020, and by 95% by 2050 (compared to 1990 levels). These new targets have not been included in the case study for Oslo shown below.

Oslo has introduced “the Green Change”, which implies addressing climate change challenges by changing the way energy is produced and used in the city, a transition to a renewable and sustainable society, and a focus on innovation, implementation of new technologies and using existing systems in new and innovative ways.

Oslo is a small city in a global context. However, the city council wants to focus on how cities can take responsibility for the development of sustainable energy systems for the future, and to show how cities can take leadership in the green transition and contribute with innovative ideas and solutions. Thus, Oslo, together with Stockholm and Copenhagen, has been an active partner in C40 (www.C40.org), which is a network where cities can collaborate, share knowledge and drive meaningful, measurable and sustainable action on climate change.
The city of Oslo has developed a climate and energy strategy (Oslo-Kommune, 2015), which was recently strengthened. The strategy focuses on urban development through the planning of urban areas around public transport hubs, the building of new infrastructure for renewable transport fuelling (battery charging, hydrogen and biofuels), preparing for fossil-free transport (freight, public and private transport), increasing the use of public transport, cycling and walking, contributing to the increased utilisation of local energy resources, both for heating and electricity, and implementation of energy efficiency measures. The climate and energy strategy for Oslo has been developed in a process where the municipality involved more than 40 stakeholders from business, government and the local community.

### Energy system characteristics

Oslo is the capital of Norway and is also the most populous city in the country. It constitutes both a county and a municipality, and is the economic and governmental centre of Norway. As of January 2015, the population of the city of Oslo exceeded 647,000 (Table 2.13) (Statistics Norway, 2015a), with almost the entire population living in urban settlements. In addition, the metropolitan area of Oslo (referred to as the Greater Oslo region) has a population of just above 1,500,000.

<table>
<thead>
<tr>
<th>City</th>
<th>Land area</th>
<th>Population</th>
<th>Density, person/km²</th>
<th>Final energy in 2010, TWh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oslo</td>
<td>454</td>
<td>647,676</td>
<td>1,427</td>
<td>14.4</td>
</tr>
</tbody>
</table>

Oslo has a varied economy, with enterprises covering several sectors. The number of employees is highest in the service sector at 90% of the workforce, with 6% of employees employed in the construction sector, 4% in various industrial sectors, and only 0.8% in primary industries.

The city’s direct CO₂ emissions have been slowly increasing, from 1 MtCO₂ in 1991 to 1.2 MtCO₂ in 2013. The transport sector accounts for more than half of Oslo’s CO₂ emissions. In recent years, the city has seen the large-scale rollout of charging stations for EVs (Figure 2.20).
Future energy demand for the city of Oslo is projected to increase by 40% from 2010 to 2050, due to population growth. As shown in Figure 2.21, households and services dominate energy consumption. Energy consumption related to heat production in district heating plants is included under industry in Figure 2.21. The energy consumption of the transport sector was 2.7 TWh in 2010, comprising all types of transport modes relevant to the city, including road, rail and navigation. Oslo harbour is an important part of the transport system, with domestic and international ferries for passenger transport and a large terminal for freight. Of the energy consumption in the transport sector, 89% was based on fossil fuels and around 9% on electricity. The latter was mostly utilised for rail transport, but a small part was used in EVs.
Energy production within Oslo is limited to the following:

- one small hydropower plant, with an installed capacity of 5 megawatts (MW), and an annual power output of 16 GWh
- a co-generation plant based on waste, with a maximum annual output of 160 GWh
- 12 district heating plants with a combined annual output of 1.7 TWh (providing 20% of Oslo’s heating demand)
- limited electricity production from solar PV.

Other local resources within the city boundary include 4 GWh from straw, 25 GWh from biomass from forestry, biogas produced from food waste which can fuel 150-200 buses in Oslo, and biomethane.

**Analysis with TIMES-Oslo model**

The TIMES-Oslo model has been used in two alternative modes to analyse the transition to a sustainable urban area. The first approach consisted of running several measures, one at a time, in order to investigate each measure’s impact on CO₂ emissions and energy consumption in Oslo. The second approach consisted of using the full technological richness provided by the TIMES-Oslo optimisation model to analyse the impact of the CNS on Oslo. This second alternative corresponds to the analysis of the Helsinki Metropolitan Region earlier in this chapter.

Following the format of the energy and climate strategy for the city of Oslo, five focus areas were identified:

- urban development, including planning of urban areas and public transport hubs
- infrastructure, including energy stations for renewable fuels in transport (e.g. battery charging, hydrogen and biofuels)
- transport, with a focus on green transport fuels and reduced use of private cars
■ buildings, with a special focus on prohibiting the use of fuel oil and implementation of energy efficiency measures
■ energy production and distribution, including new infrastructure for central heating and optimal utilisation of local energy resources.

The TIMES-Oslo model has been used to analyse a reference scenario (Oslo 4DS), the impact of various climate and energy measures on the local energy system, and the impact on CO₂ emission reductions.

Oslo 4DS (reference scenario)
The Oslo 4DS is used to illustrate the effects of analysed policies and measures. The Oslo 4DS does not quite correspond to the Nordic 4DS scenario in this publication; despite these differences, the reference scenario for Oslo is called the 4DS. In the Oslo 4DS, total CO₂ emissions in Oslo increase from 1.17 Mt in 2010 to 1.46 Mt in 2050. The contribution of the transport sector becomes more dominant in the future under this scenario (increasing from approximately 50% to 60%). This is due to the projected demand for transport, which increases relatively more than stationary demand. In the Oslo 4DS, the implementation of new technologies is restricted for existing buildings. Energy demand under the reference scenario increases from 14 TWh in 2010 to almost 20 TWh in 2050. Electricity is the dominant energy carrier in Oslo, representing 60% of final energy use in 2010.

Climate and energy measures
For this analysis, 12 different measures have been developed and analysed using the TIMES-Oslo model to investigate their impact relative to the five focus areas. A more detailed description of the measures can be found in Annex 1.

Transport:
■ T1: limit the use of private cars by restrictions on the use of road network, limiting parking and increased taxes
■ T2: improved infrastructure for public transport
■ T3: establishment of new infrastructure for renewable transport fuels
■ T4: support schemes for implementation of renewable transport fuels
■ T5: introduction of a procurement scheme for renewable transport services
■ T6: transfer of freight transport from road to rail and ship.

Buildings:
■ B1: prohibition on use of fossil fuels for heating from 2020
■ B2: regulatory measures to ensure areas for new energy solutions
■ B3: support schemes for passive houses
■ B4: financial support for energy efficiency measures.

Energy sector:
■ E1: stimulation of renewable energy production from local resources
■ E2: energy storage in buildings.
The CO₂ emissions and energy consumption for the most promising of the analysed measures are ranked and presented in Figure 2.22. Each measure is analysed independently, and if applied together their effects would interact and would not be the sum of their individual effects. Prohibition on use of fossil fuels for heating (B1) results in the greatest reduction in emissions with a reduction of 0.49 Mt (more than 35%) in 2050 compared to the Oslo 4DS.

**Figure 2.22**
Relative CO₂ emissions and energy consumption of various measures compared to the 4DS for 2050

Note: Relative share (along the x-axis) begins from 50%.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**
Prohibition on use of fossil fuels for heating is the single measure that contributes most to reduced CO₂ emissions.

Support schemes for implementation of renewable transport fuels (T4) are also important when considering CO₂ emission reductions, resulting in a reduction of 0.38 Mt CO₂ by 2050 compared to the 4DS. In 2050, energy consumption related to transport with T4 reaches 3.0 TWh, a decrease of 0.9 TWh compared to the 4DS. Various fossil fuels make up 61% of this consumption, electricity 26%, biofuels 7%, and hydrogen 6%.

Establishing infrastructure for renewable transport fuels (T3) implies a reduction of 0.35 Mt CO₂. Compared to the 4DS, a reduction in energy consumption of 0.9 TWh is achieved in 2050 for the transport sector. The reduction is related to increased use of EVs for short-distance travel, as well as the use of plug-in hybrids for long-distance travel.

Financial support for energy efficiency measures (B4) generates the greatest reduction in energy consumption of all 12 measures in 2050. For households, a reduction of 1.4 TWh in 2050 is achieved, while for the service sector, a reduction of 0.9 TWh is achieved in 2050 compared to the 4DS. Energy efficiency measures are implemented in order to reduce heating demand, cooling demand and electricity consumption. In this analysis approximately 25% of the theoretical energy efficiency potential is implemented. By increasing financial support, a higher share of this potential can be utilised, thereby reducing the energy consumption even further.

**Oslo CNS**
Further analysis was carried out using the TIMES-Oslo model. Called CNS, it roughly corresponds to the Nordic CNS in this publication. At the Oslo level, the analysis includes overall emission constraints in 2020 and 2050: 50% emissions reduction in 2020, and 87% reduction in 2050.
No alternative technologies or substitution options are applied in the model to eliminate emissions related to agriculture and construction in 2050. On this basis, it is not feasible to achieve CO₂ emissions below 0.15 Mt (a 90% emissions reduction) with the current version of TIMES-Oslo.

Figure 2.23 presents the limitation on GHG emissions that is used in the CNS. The figure also shows the relative contribution of emissions from the various end-use sectors. The relative share of emissions varies over the analysed period; however the transport sector and the district heating sector are the main contributors.

**Figure 2.23**
GHG emissions in the CNS, by sector, 2010-50

![Graph showing GHG emissions in the CNS by sector from 2010 to 2050.](image)

**Key point**
Even though its emissions decrease, the transport sector continues to be the main contributor to CO₂ emissions in the future.

**Figure 2.24**
Total final energy consumption by energy carrier in 4DS and CNS, 2010-50

![Graph showing total final energy consumption by energy carrier from 2010 to 2050.](image)

**Key point**
In the CNS the use of fossil fuels is gradually phased out and replaced by biomass and waste.
Final energy consumption in Oslo increases from 14.4 TWh (51.8 PJ) in 2010 to 21 TWh in the 4DS and 18.9 TWh in the CNS in 2050. The reduced final energy consumption in the CNS compared to the 4DS is due to the use of more energy-efficient technologies in all sectors, but especially in the transport sector. The use of biomass and waste increases, while the use of petroleum products decreases significantly in the CNS compared to the 4DS (Figure 2.24).

Electricity consumption by sector in the 4DS and CNS is shown in Figure 2.25. In total, electricity consumption increases from 8.6 TWh in 2010 to 10.5 TWh in 2050. The main difference between the 4DS and CNS is electricity use in the residential sector, where electricity consumption is lower under the CNS, and in transport, where electricity consumption is higher.

In the 4DS energy use in the residential sector increases from 19.8 PJ (5.5 TWh) in 2010 to 28.4 PJ (7.9 TWh) in 2050, with only a slightly smaller increase, to 27.4 PJ (7.6 TWh), in the CNS. In the CNS, the use of petroleum products for heating purposes in stationary applications (households and the service sector) is prohibited, and therefore the use of more efficient technologies in district heating, biomass and waste increases. In the CNS, the energy carriers for district heating are predominantly biomass and waste, with only a small share of electricity in heat pumps. In the 4DS oil continues to have a share in district heating in 2050. Figure 2.26 shows the energy consumption in the residential sector by energy carrier under the two scenarios.
Figure 2.26  Energy consumption in the residential sector by energy carrier

![Energy consumption in the residential sector by energy carrier](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  To meet the emissions target, the use of biomass and district heating increases in the residential sector.

In the 4DS energy use in the transport sector increases from 9.7 PJ (2.7 TWh) in 2010 to 14 PJ (3.9 TWh) in 2050, while it decreases to 8.3 PJ (2.3 TWh) in the CNS, as illustrated in Figure 2.27. As the transport sector is the most important source of CO₂ emissions in Oslo, this sector undergoes significant changes in the CNS, showing huge efficiency improvements through electrification. The use of electricity for transport is almost evenly divided between personal cars, lorries for freight and train, tram and metro. Freight uses a combination of electric, hybrid and biofuel vehicles (fuels used in domestic and international aviation are excluded).

Figure 2.27  Use of energy carriers in the transport sector, aviation excluded

![Use of energy carriers in the transport sector, aviation excluded](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  In the CNS the use of fossil fuels in transport is phased out and replaced mainly by electricity, resulting in improved efficiency compared to the 4DS.
Discussion of results
The city of Oslo has ambitious climate targets: to halve GHG emissions by 2020, and to use no fossil fuels by 2050. None of the measures individually analysed here was able to reach the city’s overall target. However, by combining independent measures, a larger reduction in the overall CO₂ emissions can be obtained. The single measure with the highest CO₂ reduction is a prohibition on the use of fossil fuels for heating purposes, resulting in a reduction of 33% (0.49 MtCO₂) in 2050 compared with the 4DS. When fossil fuels for heating are prohibited, heating demand is met by a mix of district heating, direct electricity, heat pumps and biomass.

The transport sector is the end-use sector that must undergo the greatest changes to meet the target for 2050. To reach the CNS emissions target, the transport sector must shift to zero-emission vehicles. To reduce or eliminate dependence on fossil fuels in road freight, deployment of alternative technologies is needed, such as plug-in hybrids, sustainable biofuels, compressed natural gas or hydrogen fuel cells. The latter is the only of these alternatives that has the potential to totally eliminate fossil-fuel dependence. In the analysis of the CNS for Oslo, it is clear that not only is a high utilisation of new fuels and technologies necessary, but also a change to other transport modes.

The number of battery electric vehicles (BEVs) in Oslo has increased from less than 1 000 in 2010 to around 15 000 in 2015. This increase will need to continue so as to meet the emissions target in the CNS, according to which the number of zero-emission cars in Oslo exceeds 400 000 by 2050. The model results have a high share of BEVs; however, with the reduced cost of fuel cells and hydrogen in the future, a significant share could be fuel-cell EVs. The shift to zero-emission vehicles will require continuous effort to build new refuelling infrastructure throughout the city.

Recommendations for action in urban areas
Low-carbon urban areas are an essential part of sustainable low-carbon pathways in the Nordic region. Urban areas have higher population density and shorter distances, which facilitate technological solutions to increase energy efficiency and reduce emissions, such as district heating, EVs and effective public transport. Many technologies are easier to adopt first in urban areas, such as EVs or solar PV. The results of the case studies (Helsinki and Oslo) demonstrate two different pathways to carbon neutrality in urban regions. In the Helsinki Metropolitan Region, district heating is already the dominant heat source for buildings and will maintain its market share in the CNS. In Oslo’s case, electric heating will remain the largest energy source for heating, despite increases in district heating fuelled by biomass and waste. In transport, Oslo is already showing leadership in the penetration of EVs which are expected to reach a dominant share of the vehicle stock by 2030. In the Helsinki Metropolitan Region, the penetration of EVs increases slowly and 2nd generation biofuels have a greater importance as a medium-term solution.

In 2013, one-third of the population in Nordic countries lived in cities over 100 000 inhabitants and 50% of the population in urban areas below 100 000 inhabitants. The rate of urbanisation was high in the 1950s and 60s and has been increasing again since 2000. Currently, the population of Nordic urban areas is growing by 200 000 annually and the role of urban areas is also increasing in energy and climate policy making.

Nordic statistics show that urban areas are already more efficient than rural areas. Nordic urban areas host 85% of the population, consume 73% of total final energy and produce 67% of direct CO₂ emissions. Larger Nordic cities have more technology options available to mitigate climate change and offer leadership to achieve carbon neutrality in the Nordic
region. They have the potential to become innovation hubs and demonstrate smart and clean energy technologies, new services and business opportunities.

Energy efficiency was identified as a key measure in the low-carbon pathways, alongside renewable energy sources and integrated smart systems to balance varying consumption and production. New solutions are needed in all sectors in the CNS, and this chapter lists and ranks technological solutions by significance. The most important are new passenger car technologies, buildings energy efficiency, utility-scale heat pumps and low-carbon co-generation. All of these have the chance to provide improved energy efficiency and additional flexibility to the energy system.

In general, the Nordic capitals have a higher share of district heating and lower energy demand per capita in buildings and the transport sector than Nordic urban areas on average. Currently, district heating is largely produced by centralised co-generation plants with high levels of energy efficiency. However, there is an increasing risk that co-generation plants will lose their economic efficiency due to phasing out of fossil fuels, the increasing competitiveness of renewable electricity and separate heat production. At the same time the European Union is targeting an increase in co-generation, which should also be considered in Nordic policy making. As the Nordic electricity markets are fully integrated, common policies and regulation could also support Nordic co-generation into the future.

The most challenging urban sector to decarbonise is probably the transport sector. Electric cars, buses, bicycles and other EVs are adopted first in urban areas where driven distances are shorter and charging station infrastructure is more compact to build. In the CNS, urban transport should consume nearly 50% less energy in 2050 than it consumed in 2013. After 2030, the CNS requires both considerable energy efficiency measures and 95% CO₂-free fuels in transport. By 2050 EVs could cover more than 50% of urban final energy for transport and 75% share of passenger kilometres. Biofuels are needed to decarbonise the remaining transport. The availability and sustainability of bioenergy and biofuels are critical issues, as the Nordic region has great potential to produce bioenergy and 2nd generation biofuels from wood raw materials and biowaste. It would therefore be critical that future EU and post-Kyoto policies consider Nordic circumstances, given these versatile wood resources.

Analysis of the urban energy system is challenged by a lack of common methodologies and, in particular, of urban data. Investment in future Nordic research on urban energy systems, as well as long-term statistical data capabilities, will provide more accurate and transparent urban analysis. It is also important to undertake ex-post analysis to evaluate the impacts and effectiveness of Nordic urban policies. In addition, investment in research and development (R&D) in core technologies, systems, and business models at the Nordic level will be necessary for the transition to carbon-neutral urban systems. Finally, formulation of a Nordic “action plan” would favour both companies and private consumers by indicating what are the sectoral and other targets for sustainable development, and who the competitiveness of clean energy systems in the Nordic region will involve.

All Nordic capitals have a target to become carbon neutral, which is a clear sign of participation to policy makers and an encouragement to other Nordic urban areas to participate. The case studies – Metropolitan Helsinki and Oslo – show that Nordic pathways to carbon neutrality involve different technology mixes. The optimal technology choices and energy mixes depend on local circumstances, such as the potential for urban renewables, existing infrastructure for mobility and energy production, and existing building stock and community structures, including density. It is therefore important that city-level policy making carefully considers these issues, for example, to prevent carbon leakage outside the city borders. By the same token, Nordic countries could learn from each other and help other regions by multiplying and exporting sustainable smart-city concepts. Cities can and should have their own climate
change mitigation plans or strategies, but implementing common Nordic governance structures will strengthen the operating environment for clean and smart energy systems and technologies. Cooperation and collaboration between national and local policies would strengthen the Nordic energy transition by offering larger market areas for clean technology companies.

This analysis of Nordic urban energy systems and GHG mitigation options to reach the CNS target by 2050 indicates that large Nordic cities could offer an excellent platform for clean and smart energy systems. However, further research and analysis is needed not only in large cities, but also in smaller cities in rural areas, which will have even greater challenges in the long term due to their economic structure and lower GDP, as well as lower population densities and longer distances for mobility and transport.

Transition to carbon-neutral urban energy systems will require major changes in a wide range of governance measures, including not only market designs, business models for energy companies and investment financing, but also new modes of public engagement and prosumer strategies that are beginning to take hold. Investment in R&D in core technologies and systems at the Nordic level will be necessary for the transition to carbon-neutral urban systems. Formulation of a Nordic action plan to solve the above governance challenges would favour both companies and private consumers by signalling the future development and competitiveness of clean energy systems.
Key findings

- The massive deployment of wind and solar capacity and the almost complete phase-out of coal-fired generation by 2030 are the key developments in a low-carbon European energy system.
- Wind power development mainly takes place onshore since the specific investment costs are considerably lower than for offshore wind turbines.
- In the Nordic countries, about 30% of electricity generation is projected to derive from VRE sources, mainly wind power, by 2050. In the other European countries included in the simulations, the similar figure is 60%. The relatively lower share in the Nordic countries is due to the very large input from hydropower in the Nordic systems and the contribution from nuclear power stations in Finland. All nuclear capacity in Sweden is phased out by 2050. Biomass- and gas-fired power plants equipped with carbon capture and storage (CCS) provide intermediate load in Denmark and Sweden.

A sharply increasing CO2 price is the fundamental driver of the transformation of the energy systems toward the Carbon-Neutral Scenario (CNS-B). In a setup where the transformation is driven by a combination of subsidies for renewable energy and CO2 pricing, incentives to deploy CCS would be less strong.

- Emissions from power and district heating systems in the Nordic countries decrease from about 50 million tonnes of CO2 (MtCO2) in 2014 to 10 MtCO2 in 2050. The remaining CO2 emissions derive from gas-powered units, some being peak units without CCS and municipal waste incineration.

- Biogas could replace part of the natural gas used and thereby reduce CO2 emissions from power and district heating systems in the Nordic countries. However, this option was not included in the modelling in this chapter.
exporters in the CNS-B, exporting 50-60 terawatt hours (TWh) per year to continental Europe from 2030 (Figure 3.1). This conceals a large individual difference between the Nordic countries, with Norway as the main export hub and Finland as a net importer.

- The considerable exports of electricity to continental Europe are dependent on energy efficiency measures in the Nordic countries curbing, in particular, the demand for electric heating, as well as large-scale utilisation of onshore wind resources. It is important to stress that the technical onshore wind power potential of the Nordic countries is abundant, but its realisation is subject to significant uncertainty due to planning constraints.

- The simulations indicate that it will become economically attractive to further expand interconnectors between the Nordic countries, continental Europe and the United Kingdom, both as means for Nordic exports and to give continental Europe access to balancing power from Nordic hydropower. At the same time interconnectors contribute to smoothing wind power production between Nordic regions.

- The Nord Pool area is extremely well suited to the integration of VRE production as wind and solar power. This is due to the presence of storable hydropower, adequate transmission capacity between the regions and a well-functioning electricity market. With increasing shares of VRE it will become economically attractive to increase transmission capacity not just in the Nordic region, but also across the whole of Europe. The analysis shows that the system can handle more than 70% VRE in some countries.

- Besides adequate transmission capacity, other means are important to integrate and create as high a value as possible from the large shares of VRE. Thermal power plants need to be flexible in ramping up and down, while flexible electricity demand (load shifting) in transport, industries and buildings are all means to integrate more VRE with the same amount of transmission and thermal capacity. In the longer term, flexible electricity demand for the production of hydrogen and biofuels can become important for the replacement of fossil fuels in, for example, the transport sector and at the same time improve the integration of VRE.

- A combination of different flexibility resources can lead to reduced overall cost of integrating VRE. By introducing demand-side flexibility into the power system, the analysis shows that the electricity price stabilises and reduces the need for natural gas peak boilers.

- An early phase-out scenario for nuclear in Sweden and Finland shows that this will increase emissions from the Nordic area by 7 Mt CO₂ in 2030 because of greater gas capacity and by 2 Mt CO₂ in the rest of Europe, mainly due to reduced export potential from the Nordic countries.

Opportunities for policy action

- Many new transmission lines are needed in the future Nordic and European electricity systems. It is therefore important to continue strengthening European collaboration on infrastructure planning, to ensure optimal investments are made and to avoid bottlenecks in the grid.

- The huge expansion of wind power in the Nordic countries under the CNS-B stresses the need for regional planning to secure adequate and acceptable sites for wind parks.

- Rules, regulations, support schemes and taxes that hamper elements of the energy system in acting flexibly should be considered for removal to secure an economically optimal integration of VRE.

- Coherent regulatory frameworks and market designs are needed to facilitate market interaction and allow higher shares of VRE to be integrated into the energy system.

- Actions that intensify the electrification of the heating and transport sectors, e.g. heat pumps and electric vehicles (EVs), can provide greater flexibility to the power system.

- In a future Nordic energy system, a stronger linkage between elements of the energy system – transport, electricity use, heating and fuel production – will be needed to reduce the cost of reducing CO₂ emissions and to integrate VRE. New policies, taxes and other measures therefore have to be assessed in a more holistic way to ensure they support this essential progress.
Introduction

The results presented in this chapter are based on analysis of the Nordic and Northwestern European electricity and district heating systems using a detailed optimisation model. The underlying framework is a global 2°C scenario (2DS) as presented in the International Energy Agency (IEA) Energy Technology Perspectives 2016 (ETP 2016) (IEA, forthcoming). The main constraint in the modelling is the carbon dioxide (CO₂) price retrieved from the 2DS in ETP 2016. The only exogenous variables used in the model are committed and planned power plants and transmission capacity, fuel prices and technology costs, and the development of nuclear power (from CNS); other variables are subject to free optimisation across all the countries and regions in the model. The analyses are based on minimising total system costs over the whole model area. In general, national policies are not explicitly taken into account. The CO₂ price is assumed to increase steeply in the scenarios and no subsidies, e.g. for renewable energy, are included. The results will therefore not reflect national targets and plans but simply illustrate the cheapest socio-economic solution for the whole model area under the given framework. All results and conclusions should be seen in the light of this framework.

The first edition of this report, Nordic Energy Technology Perspectives 2013 (NETP 2013), identified the development of electricity grids and wind power as one of its five central policy challenges (Nordic Energy Research and IEA, 2013). The analysis showed the potential for the Nordic region to benefit economically in facilitating a broader European decarbonisation, primarily through greater interconnection to the continental electricity grid and an expansion of Nordic wind power. The report pointed to the potential to increase Nordic wind power from 3% of the region’s electricity generation in 2012 to 25% in 2050. In order to achieve this integration, a more flexible energy system is required, both on the demand and the supply side – alongside sufficient regional grid interconnections.

NETP 2013 analysis also revealed that the Nordic region could achieve annual exports of about 50 TWh, reaching more than 60 TWh over the longer term. Moreover, Nordic hydropower resources were expected to increase their value to regulating the Northern European power system.

This chapter examines the challenge of integrating VRE in the form of wind and solar photovoltaic (PV) in the Nordic region. Four groups of options for flexibility are discussed and analysed:

- **flexible supply**
- **flexible demand**
- **storage**
- **electricity trade**

In a renewables-based future Nordic power system, flexible supply will mainly come from hydropower, as it does today, but it will also come from gas- or biomass-fired power plants, where the gas could be renewable converted to natural gas quality.

Flexible demand may come from many different end uses. Those with the greatest potential for integrating wind and PV are electric heating in individual buildings or for district heating, process heat from electricity, EVs and in the longer term electrolyser plants for the production of net carbon-free fuels.

Currently, the cheapest methods of energy storage are hydro reservoirs and co-generation with large heat storage (water containers); however, batteries, large-scale demand response and conversion of electricity to hydrogen, methane or liquid fuels are likely to become relevant in the future.
Figure 3.1a  Overview of Nordic electricity trade, 2015
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National electricity trade with all partners, 2015

Nordic trade with Europe

Notes: Nordic trade with Europe excludes trade between Nordic countries. Trade flows between non-Nordic countries are not shown. Iceland is not yet connected with any other electricity system and is therefore not included. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Source: Nordpoolspot. Electricity mix data from detailed optimisation modelling presented later in this chapter.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  The Nordic electricity system is highly interconnected with Europe and had net exports of almost 15 TWh in 2015. Domestic trade between price zones is more significant than cross-border trade, as hydropower generation in West-Norway and Mid-Sweden is transmitted East and South to demand centres in Oslo and Stockholm.
Figure 3.1b Overview of Nordic electricity trade in the CNS-B, 2050

Nordic electricity mix, 2050, CNS-B

Nordic electricity trade, 2050
- Domestic trade
- Cross-border trade

National electricity trade with all partners, 2050

Nordic trade with Europe

Notes: Nordic trade with Europe excludes trade between Nordic countries. Trade flows between non-Nordic countries are not shown. Trade with Russia is assumed to fall to zero in 2050. Iceland is not yet connected with any other electricity system and is therefore not included. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.
Source: All data from detailed optimisation modelling presented later in this chapter.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point
Anticipation that electricity prices in Europe will be higher than in the Nordic region in the CNS-B creates an attractive trade opportunity; expansion of variable renewables and interconnector capacity could lead to net Nordic exports of over 50 TWh in 2050.
Finally, trading electricity between regions will lead to a higher value of renewable energy generation through smoothing effects and better access to integration resources.

All these options will complement each other and be in competition to deliver flexibility to the energy system. This chapter seeks to evaluate the need for them, and their potential, in a Nordic energy system heading towards the NETP 2016 CNS.

The amount of nuclear in the future Nordic power system will have considerable influence on investments in other technologies, both VRE and thermal renewables. Therefore, a special section in this chapter presents sensitivity analysis on the phase-out of nuclear in Sweden and Finland.

Iceland is not a part of the analysis presented in this chapter, as it is not included in the modelling framework used. However, the Icelandic power system and future interconnection to the United Kingdom are discussed as a spotlight theme in the section on electricity trading.

**Figure 3.2** Flexibility options in the Nordic energy system

Notes: Illustration of where different types of flexibility can be found around the energy system; the blue arrows represent electricity, the purple arrows heat and the green arrows gas; on the supply side, certain power and heat plants can act flexibly; at the system level, grids and units can convert one energy carrier to another, with conversion and storage providing flexibility; and finally on the demand side, industry, households and transport can postpone or reschedule demand.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

The energy system is connected through different energy carriers as electricity, heat and gases. In the conversion process from fuel to energy carrier, or from one energy carrier to another, flexibility can be introduced in the form of storage and control of the process. Flexibility can also occur from the consumer side by adjusting when a certain energy carrier is needed.
Electricity is and will remain the main energy carrier in the Nordic energy system, binding together the different sub-systems, sectors and conversion technologies (Figure 3.2). The Nordic power grid and power market (Nord Pool) are the backbone of this system.

Hydrological conditions have a significant impact on Nordic price formation. In dry years, Sweden, Finland and Norway increase net imports to compensate for the lack of hydro generation. In wet years, the abundance of hydropower allows plant owners to lower the price of their supply offers. Besides the availability of hydropower, the main drivers of short-term movements in the power price are fuel prices and the price of CO₂, as shown in Figure 3.3.

Recent developments in wholesale power prices and the expected prices over the next five to ten years provide little incentive for market-based investment in new capacity of any kind, as the price is currently below long-term marginal costs of most power-producing technologies.

**Figure 3.3**  
**Historical electricity prices in the Nordic power market**

Note: MWh = megawatt hour.  

**Key point**  
The electricity price fluctuations can be partly explained by the amount of precipitation, CO₂ and fuel prices, and developments in electricity demand.

The scenarios analysed in NETP 2016 assume that both the Nordic and surrounding countries are striving to attain the 2DS. This influences the price of globally traded fuels – fossil-fuel prices moderate due to falling demand, while demand for biomass increases. The mitigation cost for reaching the 2DS can be translated into a global CO₂ price, mirroring the CO₂ tax needed to drive investment towards 2DS in a perfectly functioning global market. A steeply increasing global CO₂ price will drive investment in non-carbon-intensive power and heat-supplying technologies.

The system analysis in this chapter was prepared with the electricity market model Balmorel. The most important input assumptions, such as CO₂ and fuel prices, have been aligned with the global ETP 2016 scenarios from the IEA.
To study the impact of different flexibility options, a number of scenarios have been analysed using Balmorel, combining means of flexibility and time resolution. Table 3.1 provides an overview of the scenarios. The alternative scenarios are further specified in the section entitled “Flexibility in the system and VRE integration”.

### Table 3.1

**CNS-B scenario assumptions**

<table>
<thead>
<tr>
<th>Scenario name</th>
<th>Period</th>
<th>Time resolution</th>
<th>Flexible</th>
<th>Flexible</th>
<th>Flexible</th>
<th>Flexible</th>
<th>Flexible</th>
<th>Flexible</th>
<th>Flexible</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>power</td>
<td>district</td>
<td>transmission</td>
<td>demand</td>
<td>EV</td>
<td>H2 Production</td>
<td></td>
</tr>
<tr>
<td>Baseline scenario</td>
<td>2014-50</td>
<td>72/yr</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Flex scenario</td>
<td>2014-50</td>
<td>72/yr</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Nuclear phase-out</td>
<td>2014-50</td>
<td>72/yr</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>–</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Hourly2030</td>
<td>2030</td>
<td>8 760/yr</td>
<td>–</td>
<td>x</td>
<td>x</td>
<td>–</td>
<td>–</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Hourly2030 +UC</td>
<td>2030</td>
<td>8 760/yr</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>–</td>
<td>–</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Hourly2030 +Flex</td>
<td>2030</td>
<td>8 760/yr</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>

Notes: H2 = hydrogen; UC = simulation with unit commitment constraints; yr = year; x = applicable; – = not applicable.

### Box 3.1

**Analytical framework**

The system analysis uses improved representation of the power transmission system and the prevalence of congestion compared to the system calculations performed for NETP 2013. Other improvements include higher time resolution (hourly for parts of the analysis), and better representation of the district heating system.

Analysis of integration options comprises a large range of technical solutions with different timeframes for implementation. In the longer term, to 2050, system changes in the power and district heating systems can be substantial, introducing new options for flexible generation and demand. In the short and medium term, it will be important to optimise and adapt current options to achieve a flexible system. For these reasons, the analysis of integration options is structured using two main components: one showing the development of the overall energy system from today towards 2050, and another analysing the options for flexible generation in more detail for the medium term, towards 2030, as outlined in Table 3.2.

### Table 3.2

**Indicative timeline for integration solutions in the power and district heating systems**

<table>
<thead>
<tr>
<th>Relevant integration options</th>
<th>2030</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flexibility of thermal power plants</td>
<td>xx</td>
<td>x</td>
</tr>
<tr>
<td>Integration with heat sector</td>
<td>xx</td>
<td>xx</td>
</tr>
<tr>
<td>Transmission system integration</td>
<td>x</td>
<td>xx</td>
</tr>
<tr>
<td>Production of synthetic biofuels and large-scale implementation of flexible demand</td>
<td>–</td>
<td>x</td>
</tr>
</tbody>
</table>

Notes: In the long-term analysis up to 2050 and with a less detailed time resolution, all flexibility options are available to the model, in the medium term (in 2030) the model is run with one-hour resolution, with a principal focus on the flexibility of co-generation and integration with district heating; xx = high importance; x = moderate importance.

---

2 Balmorel model: http://www.eabalmorel.dk/
The analysis towards 2050 focuses on opportunities for further integration of VRE within the Nordic countries and Northwestern Europe through large-scale implementation of flexible demand, production for synthetic biofuels and closer integration of the transmission grid. This includes an analysis of investment potential for the transmission system beyond 2030. The model includes all existing power plants in the Nordic countries and most of Northwestern Europe, and it considers endogenous^2 investments in new power plants (from 2020) and transmission lines (after 2030). For these analyses, the Balmorel model is run in the years 2014, 2020, 2030, 2040 and 2050, with 72 time steps annually. Simulations that consider investments in both generation and transmission capacity require a lot of computer power and a higher number of time-steps would yield too high a calculation time.

In the medium-term perspective, increased flexibility of thermal power plants and integration of the district heating and power sectors are expected to play an important role in the integration of VRE. Therefore, operation of the power system and integration of VRE are analysed in greater detail using hourly simulations for the year 2030 with different assumptions on options for power plant flexibility. The hourly simulations are based on the capacities found for 2030 from the previous long-term model run in Balmorel. The hourly simulations better capture the flexibility needs of VRE and they are particularly important to address the effects of demand response and energy storage technologies.

Scenario framework

The analysis of the integration options is based on the CNS for the Nordic countries, thereby setting an ambitious framework for the development of the Nordic energy system towards carbon-neutral status. Certain parameters are harmonised with the CNS to ensure consistency, while others are unique to the Balmorel model in order to analyse particular issues in detail.

<table>
<thead>
<tr>
<th>Table 3.3</th>
<th>Model setup in CNS-B baseline scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Nordic countries</strong></td>
<td><strong>Remaining countries</strong></td>
</tr>
<tr>
<td>Demand</td>
<td>Defined by CNS (Current setup: in 2014; CNS from 2020)</td>
</tr>
<tr>
<td>VRE deployment</td>
<td>National plans/scenarios until 2020</td>
</tr>
<tr>
<td>Conventional generation capacity</td>
<td>Nuclear development from CNS</td>
</tr>
<tr>
<td>Fossil fuel prices</td>
<td>Convergence from electricity market futures until 2020 to CNS</td>
</tr>
</tbody>
</table>

1 Remaining countries are Germany, United Kingdom, Estonia, Latvia, Lithuania, Belgium, the Netherlands, Luxembourg, France, Italy, Austria, Czech Republic and Poland. Further information on the geographical scope can be found in the modelling tool section below.
2 For solar, wind, biomass and biogas, a subsidy of EUR 20.60 per MWh applies in 2014 and EUR 18.50 per MWh in 2020. No subsidies in the other years.

Endogenous investments mean that the model chooses what to invest in and when using an optimisation approach – this is used for new plants. Exogenous investments means that the model user manually implements capacity in the model – this is used for pre-existing plants and manual selection of new plants.
Modelling tool

Balmorel

The simulations of the operation of the Nordic and European power and district heating systems are carried out using the energy system model Balmorel, which is a partial equilibrium model determining the least-cost dispatch for the power system. The model is based on a detailed technical representation of the existing power system, incorporating power and heat generation facilities as well as the most important bottlenecks in the overall transmission grid. The main result in this case is a least-cost optimisation of investment in generation and transmission capacity and the production pattern of all power units. The model assumes foresight within one year on all important factors, such as the development of demand and availability of power plants and transmission lines, as well as generation patterns of VRE.

Balmorel, which was originally developed with a focus on the countries of the Baltic Sea region, is particularly strong in modelling co-generation production⁴. Hourly resolution is one of the important features of Balmorel in comparison with other models, such as the different versions of TIMES⁵. This feature allows the deep investigation of the value of dispatching and flexibility for the energy system. Balmorel is a myopic model as it can only see one year ahead when deciding on investment. This is in contrast to models with full foresight over the modelling period, such as most TIMES models (e.g. IEA ETP-TIMES). This means, for example, that Balmorel’s model runs for a given year will not take into account the fact that a certain technology will become much cheaper in a few years time. A model with full foresight might hold back investment in that year while awaiting the new technology.

Geographical scope

The core countries in this study comprise the Nordic countries (Norway, Denmark, Sweden and Finland). The others included to account for interdependencies comprise Germany, the remaining countries of the Baltic Sea region (Estonia, Latvia, Lithuania and Poland) and surrounding countries (the Netherlands, Belgium, Luxembourg, France, Italy, Switzerland, Austria, the Czech Republic and Great Britain).

Link to IEA ETP-TIMES model

Balmorel’s modelling of the Nordic power and district heating systems is much more detailed than the IEA ETP-TIMES model used to create the CNS. This means that system constraints not visible at the ETP-TIMES level can be studied in Balmorel. Hence, while both models are optimisation models, finding the cheapest investments and production commitment, there will be differences in the results. To avoid differences related to assumptions, several iterations between the models have been conducted to harmonise inputs and outputs. Annex B compares results from the two model systems.

As shown in Figure 3.4, the Balmorel model uses a number of outputs from the NETP CNS as input data, including assumptions on fuel and CO₂ prices and results such as electricity demand (divided into classical, electrolysis, EVs and individual electrical heating) and district heating demand. In turn, inputs and outputs from Balmorel, such as transmission capacity, wind potentials and technical data for co-generation, are used in the ETP-TIMES model.

---

⁴ Co-generation refers to the combined production of heat and power.
⁵ The Integrated MARKAL-EFOM System.
Figure 3.4 Connection between ETP model results and Balmorel simulations

IEA ETP-TIMES global model
Global model with 28 regions where the Nordic countries are individually represented.
The model framework covers all sectors and all fuels.

Balmorel model
Nordic and Northwestern Europe power sector model
with each country individually represented.

Model interaction
Classical electricity
Electricity for electrolysis
Electricity for heating
Electricity for EVs
District heating
Nuclear capacity
Fuel prices
CO₂ price
Transmission capacity
Wind potential
Co-generation production

Note: This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point
The CNS assumptions and results, such as electricity demand, are used as input data for the Balmorel model; thereafter, Balmorel outputs, e.g. transmission capacities, are used in the ETP-TIMES model.

Main assumptions
Fuel and CO₂ price development
The fuel and CO₂ prices are based on market forward prices until 2020. By 2030, they align with the IEA assumptions in the CNS. This means that fossil-fuel prices remain at today’s low levels until 2020 and then increase considerably to reach long-term equilibrium prices of the 2DS by 2030. Between 2030 and 2050 fossil-fuel prices decrease slightly as a result of decreasing demand. The CO₂ price increases drastically from 2020 onwards to drive investment in low-carbon generation capacity, as depicted in Figure 3.5. By 2030, the CO₂ price is EUR 75 per tonne, which is considerably higher than the price level expected by the EU Commission to comply with the 40% CO₂ reduction target in 2030.

As illustrated in Figure 3.6, biomass price projections are also based on assumptions from the CNS. Additional costs are taken into account for transport, based on the distance and share of biomass imported from overseas (deep-sea shipping) to differentiate between types of biomass. The prices also depend on whether the biomass is used in small- or large-scale power plants, to reflect differences in transport costs.

As 2050 approaches, the prices of different types of biomass are expected to increase by 50-100% compared to today’s level. This reflects the increasing demand for biomass as fossil fuels are phased out in the 2DS.
**Figure 3.5** Development of fuel prices (left) and CO₂ prices (right)

![Graph showing development of fuel prices and CO₂ prices](image)

Notes: Fuel prices shown are market prices; fuel prices at the power plant will be slightly higher due to transport and logistics cost; coal is expressed in USD per tonne, crude oil is expressed in USD per barrel, natural gas is expressed in USD per MWh; the CO₂ price is USD per tonne; these costs are based on the forward prices until 2020 and IEA projections in 2030 and 2040; all costs and prices are in real 2010 USD, i.e. excluding inflation.

Sources: Costs are based on forward prices until 2020; IEA projections by 2030 and 2040, IEA (forthcoming), Energy Technology Perspectives 2016.

**Key point** The fuel and CO₂ prices are based on the market forward price until 2020. By 2030, they align with the IEA assumptions in the CNS.

**Figure 3.6** Price projections for solid biomass fuels

![Graph showing price projections for solid biomass fuels](image)

Notes: Biomass fuel prices include transport costs; GJ = gigajoule; LPP = large power plants, usually located at a harbour or river; SPP = small power plants, usually located closer to straw and wood chip resources; all costs and prices are in real 2010 USD, i.e. excluding inflation.

Sources: Biomass price projections are based on assumptions from IEA (forthcoming), Energy Technology Perspectives 2016; transport costs are based on Ea (2013), Analysis of Biomass Prices, Future Danish Prices for Straw, Wood Chips and Wood Pellets, and Ea (2014b), Biomass Pricing.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Prices for solid biomass fuel are projected to increase steadily from 2014 to 2050.

**Electricity demand development**

For the Nordic countries, the development of electricity demand is based on national forecasts and scenarios in 2014-2020, while NETP 2016 assumptions are applied from 2020 onwards. This includes introduction of EVs as illustrated in Figure 3.7. In the CNS-B baseline
scenario, demand flexibility is not modelled explicitly. However, EVs are considered to have a charging strategy, which leads to greater charging at night and less charging during daytime. Electricity demand for individual heating is expected to decrease sharply over time due to better insulation of buildings and a shift from direct electric heating to heat pumps with higher efficiencies.

Figure 3.7  Nordic electricity demand as classical and flexible demand

Notes: Nordic electricity demand is split into classical demand, electricity for individual heating, EVs and electricity for electrolyser in the CNS; classical electricity demand covers all remaining electricity demand used for lighting, appliances, ventilation etc.
Source: Based on national forecasts and scenarios in 2014, and on assumptions from CNS from 2020, IEA (forthcoming), Energy Technology Perspectives 2016.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  Classical electricity demand is expected to decrease when more flexible electricity demand comes into place.

Transmission system development
The representation of the current transmission system in Balmorel is based on transmission capacities between countries and estimates of the main internal bottlenecks as depicted in Figure 3.8. The development of the transmission system is based on the Ten-Year Network Development Plan (TYNDP) by the European Network of Transmission System Operators (ENTSO E) in the short and medium term (until 2030) (ENTSO-E, 2014). Assumptions from the plan have been updated based on recent announcements by transmission system operators (TSOs), as well assumptions from a recent study of the transmission systems in the Nordic countries and Germany (Ea, DTU and DIW, 2015). Further information is available in the tables in the annexes. German transmission capacity expansion is based on the grid development plan issued in 2014 by the four German TSOs (NEP, 2014); however some delay is included to take into account uncertainty about the time schedules of the planned interconnectors.

Major investments between 2016 and 2030 include two new transmission lines of 1.4 gigawatts (GW) from Norway to Great Britain and Germany respectively, two new transmission lines to connect Western Denmark with Great Britain (1.4 GW) and the Netherlands (0.7 GW), and a new transmission line to connect Sweden with Northeastern Germany (0.7 GW).

---

6 Individual heating means heating of individual homes and buildings with electricity, as opposed to heating by district heating.
Figure 3.8 Modelled transmission system in 2030 with price zones and transmission lines (existing and planned transmission lines until 2030)
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This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Sources: based on ENTSO-E (2014), TYNDP (Ten-Year Network Development Plan) 2014; Ea, DTU and DIW (2015), Increased Integration of the Nordic and German Electricity Systems – Modelling and Assessment of Economic and Climate Effects of Enhanced Electrical Interconnection and the Additional Deployment of Renewable Energies (Full Version); and NEP (2014), Network Development Plan 2014 for national grid expansion in Germany.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point The electricity grid in Europe connects all the countries and thereby their electricity-producing units and consumers.
After 2030, the development of the transmission system is based on endogenous investment decisions. The cost of investing in new transmission capacity will depend on the technology applied, the distance covered, and other (internally) required reinforcements of the grid. Analysing the cost of specific grid expansions is therefore not an easy task, and cannot be done in detail without taking into account grid stability calculations and other factors. For the current analysis, investment decisions are based on an estimate of increasing grid capacity on the specific connections, and while this approach has its shortcomings with regard to defining how the technical layout for a certain connection should be designed, it will give a good indication of where additional market capacity would be beneficial.

The approach for defining the cost of investing in new transmission lines is based on a study of options for transmission investment in the Baltic Sea region (Ea, 2014c). Depending on the distance to be covered7, conventional overhead high-voltage alternating current (HVAC) lines would be able to provide the most cost-effective transmission technology. However, given the potential for local opposition to additional overhead lines in many countries, the cost estimates are based on high-voltage direct current (HVDC) cables as outlined in Table 3.4. As a general approach is applied for all connections, cost estimates will differ from the numbers used in the ENTSO-E TYNDP (ENTSO-E, 2014).

The length of an interconnection between two regions is defined as the distance between the two region’s geographical centres. However, for projects on land, a maximum distance of 300 kilometres (km) is included. This will lead to an overestimation of the length of the transmission projects themselves, but compensates for not taking into account the need for local grid reinforcements.

Table 3.4 Cost assumptions for HVDC LCC connections

<table>
<thead>
<tr>
<th>HVDC LCC Technology</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Converter substations</td>
<td>EUR 0.20 million per MW</td>
</tr>
<tr>
<td>HVDC submarine cable</td>
<td>EUR 1 250 per MW-km</td>
</tr>
<tr>
<td>HVDC underground cable</td>
<td>EUR 1 100 per MW-km</td>
</tr>
<tr>
<td>HVDC overhead line</td>
<td>EUR 250 per MW-km</td>
</tr>
</tbody>
</table>

Notes: Reference case is a connection with a rated capacity of 600 MW and a voltage of 400-500 kV; additional 10% contingency costs are taken into account; kV = kilovolt; LCC = line-commutated converter; MW = megawatt; MW-km = megawatt-kilometre. Source: Ea (2014c), Electricity Grid Expansion in the Context of Renewables Integration in the Baltic Sea Region.

Figure 3.9 shows the assumed investment cost of expanding interconnection capacity between the regions in the model.

---

7 An HVDC transmission line costs less than an HVAC line for the same transmission capacity. However, it is also true that HVDC terminal stations are more expensive due to the fact that they must perform the conversion from AC to DC, and DC to AC. Over a certain distance, the so-called “break-even distance” (approximately 600-800 km), the HVDC alternative will always provide the lowest cost (ABB, 2015).
Figure 3.9 Investment costs for additional transmission line capacity
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This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area.

Sources: ENTSO-E (2014), TYNDP (Ten-Year Network Development Plan) 2014; Ea, DTU and DIW (2015), Increased Integration of the Nordic and German Electricity Systems – Modelling and Assessment of Economic and Climate Effects of Enhanced Electrical Interconnection and the Additional Deployment of Renewable Energies (Full Version).

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point Investment costs for new transmission lines are calculated as a function of the distance between two load centres.
Main results

Development of the power system towards 2050

The framework from the 2DS – in particular the high CO₂ prices – leads to significant changes in the power system both in the Nordic region and in the other European countries. Most notably, thermal power capacity is reduced and replaced by wind and solar capacity.

All the results presented in this section are from the CNS-B baseline scenario.

Figure 3.10 Development of electricity generation capacity in the overall power system, CNS-B

The model shows VRE generation capacity (wind and solar) of about 40% in the Nordic countries by 2050, as illustrated in Figure 3.10. By 2040, coal capacity has been eliminated from the Nordic system and thermal capacity at that point comprises nuclear, natural gas and biomass. When Sweden phases out its nuclear power, it is replaced by natural gas-powered capacity with significantly fewer operational hours. In the other European countries, the share of VRE capacity increases in a similar trend, although the level of thermal capacity remains at a higher level. In both the Nordic countries and the rest of Europe, CCS appears in the system by 2050. The model is allowed to use three fuels with CCS: coal, natural gas and biomass.

District heating demand is assumed to be almost constant as heat savings and more buildings connected to district heating outweigh each other. The production of district heating in the Nordic countries phases out coal, and gas is reduced by introduction of large heat pumps and solar heating (see Annex A).

Significant levels of investment are made in VRE between 2020 and 2030, mainly driven by the steep increase in the CO₂ price, but also strengthened by ageing power plants in the Nordic countries that require replacement. The relatively higher share of investment in PV in the rest of Europe is due to lower full load hours (FLH) for wind in these areas and solar resources with higher FLH in comparison to the Nordic countries.

Key point: In both the Nordic and other European countries conventional generation decreases while wind capacity increases. Solar capacity increases in the other European countries in the long term.
What is needed to secure VRE integration in the Nordic energy system?

Based on the modelling in Balmorel, it is possible to identify the technology mix that is needed to follow the CNS-B pathway. The greatest increase in electricity production capacity is seen for wind power, and Table 3.5 shows where the model chooses to build new wind power. The model selects the cheapest technology available given the existing framework, hence the emphasis on onshore wind. It also optimises the whole Nordic energy system (and actually also for the rest of Europe), and as it minimises total system costs, it chooses to put up wind turbines at the best locations for the system.

The increasing share of VRE expected in the CNS-B can be handled in the Nordic energy system if different means for integration are present in an adequate amount and with the right timing. One of the most important means of integration is the linking together of the different regions with different resources and production facilities through the power grid. Demonstrating the need to strengthen the power transmission grid under the CNS-B, Table 3.6 shows extra transmission capacity installed by the model in the periods from 2030-40 and 2040-50, where Balmorel can make endogenous investments in the transmission grid.

In the CNS-B baseline scenario a range of flexible technologies are available: co-generation plants, large heat pumps, heat storage in district heating systems and hydrogen storage are all available (Table 3.7). In the Flex scenario, flexibility is increased by introducing flexible demand from buildings, industry, transport and fuel production. Adding further local flexibility options makes it easier to balance wind power locally, and therefore leads to fewer investments in the internal Nordic power grid. However, the greater flexibility also paves the way for higher investment in wind power in the Nordic countries (Table 3.5) and therefore an increased potential for exporting electricity to the rest of Europe. This then leads to an increase in electricity transmission capacity from the Nordic countries to rest of Europe. In the Flex scenario, the necessary gas capacity also decreases by 55%.

<table>
<thead>
<tr>
<th>Year</th>
<th>Scenario (MW)</th>
<th>Denmark Onshore</th>
<th>Denmark Offshore</th>
<th>Finland Onshore</th>
<th>Finland Offshore</th>
<th>Norway Onshore</th>
<th>Sweden Onshore</th>
<th>Sweden Offshore</th>
</tr>
</thead>
<tbody>
<tr>
<td>2020</td>
<td>Baseline</td>
<td>4 069</td>
<td>2 016</td>
<td>1 600</td>
<td>900</td>
<td>3 535</td>
<td>5 210</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>Flex</td>
<td>5 209</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>10 512</td>
<td>18 656</td>
<td>215</td>
</tr>
<tr>
<td>2030</td>
<td>Baseline</td>
<td>5 209</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>10 512</td>
<td>18 656</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>Flex</td>
<td>6 434</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>13 548</td>
<td>31 377</td>
<td>215</td>
</tr>
<tr>
<td>2040</td>
<td>Baseline</td>
<td>5 209</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>7 023</td>
<td>14 943</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>Flex</td>
<td>6 434</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>10 512</td>
<td>18 656</td>
<td>215</td>
</tr>
<tr>
<td>2050</td>
<td>Baseline</td>
<td>6 434</td>
<td>2 016</td>
<td>1 600</td>
<td>1 206</td>
<td>13 548</td>
<td>31 377</td>
<td>215</td>
</tr>
<tr>
<td></td>
<td>Flex</td>
<td>8 000</td>
<td>2 016</td>
<td>4 303</td>
<td>1 206</td>
<td>15 548</td>
<td>31 377</td>
<td>215</td>
</tr>
</tbody>
</table>

Note: Coloured fields indicate a change in capacity compared to the previous period. Grey indicates an increase in the Baseline scenario and corresponding increase in the Flex scenario. Blue indicates an additional increase in the Flex scenario.

The increasing share of VRE expected in the CNS-B can be handled in the Nordic energy system if different means for integration are present in an adequate amount and with the right timing. One of the most important means of integration is the linking together of the different regions with different resources and production facilities through the power grid. Demonstrating the need to strengthen the power transmission grid under the CNS-B, Table 3.6 shows extra transmission capacity installed by the model in the periods from 2030-40 and 2040-50, where Balmorel can make endogenous investments in the transmission grid.
Table 3.6 shows the capacity of electricity grids between the Nordic countries and continental Europe, from the Nordic countries to Great Britain and within the Nordic countries (linking all the price areas in Nord Pool together). 2014 values represent the existing grid. The rest of the table (from 2014 onwards) shows additional expansion within specific periods (exogenous expansion from 2014-30 and endogenous expansion from 2030-50). This means that to reach the total transmission capacity in 2050 in one of the scenarios, all the numbers for the relevant scenarios and for all periods must be aggregated.

Table 3.7 shows investments in some flexible technologies mainly in the district heating sector. Large heat pumps delivering district heating and heat storages linked to co-generations plants are important means to tie electricity and heat production together adding flexibility to the electricity system.

To give an indication of the relative competitiveness of technologies, Figure 3.11 provides a comparison of the levelised cost of electricity generation (LCOE), using technology, fuel and CO₂ price assumptions for 2040. Onshore wind is the cheapest technology, followed by PV and offshore wind. Thereafter follow the three CCS technologies and natural gas, and finally the coal, biomass and wood power plants. Substantial uncertainties are linked to the projection of future technology costs; for example, if the LCOE of PV were reduced by 25% it would be on a level with onshore wind. It is important to stress that the LCOE only considers the cost of electricity generation and that the value of the electricity generated expressed by the earnings on the power market is not included. The Balmorel model selects the optimal portfolio of technologies taking into account the actual operational patterns and its earnings in the power market. Consequently, the need remains for thermal power plant capacity even though the LCOE is lower for wind turbines and solar PV.
Figure 3.11  LCOE

Notes: Assumes 6 000 FLH for thermal power plants (all extraction plants), 3 900 FLH for hydro, 2 600 FLH for onshore wind, 4 350 FLH for offshore wind and 1 150 FLH for solar PV; discount rate 5%; lifetime 20 years; the heat sales from co-generation plants reflect their actual income in the model simulations based on the marginal values of heat; hydropower is a combination of run-of-river and reservoir capacity; the fixed costs are included in the capital costs in this graph; CCGT = combined-cycle gas turbine; O&M = operation and maintenance; ST = steam turbine.

Key point  Hydro, wind and solar power are expected to demonstrate the lowest LCOE by 2040.

The Nordic countries will increase electricity exports until 2030, when it stabilises. The other European countries import accordingly.

Figure 3.12  Development of power generation in the overall system, CNS-B

Key point  By 2050 about 30% of electricity generation is based on VRE and more than 50% on hydropower in the Nordic countries. In the other European countries, almost 60% of electricity is generated from VRE.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
When looking at the generation mix in the Nordic countries, RES-E increasingly dominates and provides 90% of electricity generation in 2050. Hydropower will continue to play an important role in the system, covering around 55% as shown in Figure 3.12, while wind and PV cover 30% and biomass 5% of generation. The remaining generation consists of 5% natural gas and 6% nuclear.

Individual Nordic countries have wide variations in their power generation mix, which is linked to the historic development and availability of different resources in each country. Figure 3.13, which shows the composition of electricity generation for each of the four countries, underlines how different the systems are.

**Figure 3.13** Development of electricity generation in individual Nordic countries, CNS-B

By 2050, Sweden will have phased out its nuclear capacity while Finland will have decreased its nuclear-based electricity generation. Denmark will have deployed significant generation capacity based on gas co-generation with CCS capability.

In Finland and Sweden, nuclear capacity decreases after 2030 (development taken from CNS in chapter 1), with a total phase-out for Sweden by 2050 as illustrated in Figure 3.13. The Swedish nuclear fleet is expected to live out its technical lifetime whereafter no new investment in nuclear power is anticipated. This development affects the total generation in both countries,
making Finland a net importing country (25% of total electricity demand is imported in 2050). Norway steadily increases hydro and wind power generation over the years, covering close to 160% of its own national demand by 2050. In Denmark, natural gas co-generation with and without CCS becomes attractive towards 2050. Plants with CCS run as baseload, whereas plants without mainly provide peak power. A share of the gas used in these plants could be biogas, but this option is not included in the model setup. In the case of using biogas in a co-generation plant with CCS, it would lead to a net reduction in CO2 instead.

The growth in Norwegian electricity exports is due to its outstanding hydro and wind resources, and an expectation of decreasing electricity demand – particularly for heating. In 2013, Norway produced 110% of its national power demand. This potential for electricity export from Norway will, however, rely heavily on Norway’s ability to decrease its electricity demand through improvements in end-use efficiency, as well investment in wind turbines and additional hydropower plants.

Wind and solar resources are less favourable in Finland, which is why the model prefers to invest in these options in the other countries and then export the electricity to Finland.

It should be stressed that the simulations do not necessarily consider the differences in acceptance levels of onshore wind turbines from country to country. The political will to accept wind turbines may be less in Norway, which is dominated by open landscapes compared to Sweden or Finland, where forests predominate.

**Development of CO2 emissions from heat and power generation in the Nordic countries**

The increasing share of RES-E production and the resulting reduction in coal (and peat) consumption have a clear impact on CO2 emissions in the power and heating system. Between 2014 and 2030, emissions decrease drastically from around 50 MtCO2 to well below 20 Mt CO2. Towards 2050, annual emissions in the Nordic countries are further reduced to approximately 10 MtCO2 (net emissions), as shown in Figure 3.14.

**Figure 3.14** Development of CO2 emissions in the Nordic countries, CNS-B

Note: In the Nordic countries, other fossils comprises almost exclusively of peat.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

By 2030 CO2 emissions will decrease by 64% compared to 2014 levels and by 76% in 2050. This due to the significant reduction in the use of coal and other fossil fuels.
Sensitivity analysis shows that the split between biomass and natural gas co-generation is very sensitive to the fuel and CO\textsubscript{2} price assumptions. A small drop in the biomass price would change the picture and the model would invest in biogas plants instead of natural gas plants. This would significantly reduce CO\textsubscript{2} emissions.

**Development of electricity prices in the system**

Increasing fuel prices and the surging CO\textsubscript{2} price between 2020 and 2030 lead to a steep increase in electricity prices in the system, as illustrated in Figure 3.15. Despite the continued rise of the CO\textsubscript{2} price in 2040 and 2050, electricity prices drop in Denmark and the other European countries. This is due to model-based transmission capacity investments, which are not allowed until after 2030, giving access to better renewable energy sources, with lower costs and improved system integration. Nordic electricity prices are generally lower due to higher VRE generation compared to continental Europe. The price in Denmark is higher than for the other Nordic countries because the Danish grid is closely tied to continental Europe and Great Britain.

![Figure 3.15](image)

In the Nordic countries, steep increases in the electricity price are envisaged between 2020 and 2030, due to the increase in CO\textsubscript{2} prices. Denmark is more closely connected to continental Europe and therefore has a higher electricity price compared to the other Nordic countries.

**Market integration of VRE**

High penetration of wind power drives expensive power plants out of the electricity market, thus reducing the electricity price. The first megawatt of wind power capacity will often have a relatively high value – even higher than the average wholesale market price – because wind turbines usually produce more during the winter, when power prices tend to be higher. However, at higher shares wind begins to have an influence on market prices, driving expensive power plants out of the market, thereby lowering the market price of electricity. In this way, wind power reduces wholesale electricity prices during periods of high wind generation.
The co-ordination of power supply in the Nordic power market traces its origins to Foreningen Samkjøringen, a power exchange formed by Eastern Norwegian electricity companies in 1932. In 1971 the exchange merged with the regional exchanges in other parts of Norway, and became Samkjøringen av kraftverkene (Samkjøringen). Samkjøringen was originally designed to balance out variations in precipitation and water inflow to hydropower stations, but in 1993 it became a market place open to all generators and consumers of electricity in Norway, and expanded to the other Nordic countries in the following years (Amundsen, E.S. and L. Bergman, 2007). It was developed to exploit beneficial interaction between hydropower and large thermal power plants located in Denmark, Finland and Sweden. This was shown to be highly effective. In low precipitation years, Norway and Sweden imported power from coal, gas and biomass-fired power plants in Denmark and Finland. In high precipitation years, Norwegian and Swedish hydropower was exported to Denmark and Finland (and later on also to other countries in Northern Europe).

Simultaneously with the liberalisation of the energy markets, a common exchange (Nord Pool) was introduced in 1996 and even small power suppliers were allowed to trade, providing a very liquid market with reliable prices. The Nordic power exchange, Nord Pool (from March 2010 within Nasdaq OMX Commodities), now covers Denmark, Norway, Sweden, Finland and the three Baltic countries.

Nord Pool operates a day-ahead spot market with regional hourly prices (Elspot), an intraday market with continuous power trading up to one hour prior to delivery (Elbas – Electricity Balance Adjustment Service), a regulating power market and a financial market for the coming days, weeks and months, and annual contracts up to five years, as illustrated in Figure 3.16. The participants in the markets are power producers, distributors, industries and brokers. Nord Pool Spot AS acts as counterpart in all contracts and all trades are physically settled with respective TSOs (Nord Pool, n.d.).
Deviations between planned supply and demand in real time must be covered by balancing power in the regulating power market. Therefore the fundamental reason for having a balancing market is uncertainty about supply and demand. Regulating power can be understood as production capacity or consumption that is offered by market players to the TSO during the actual day of operation. Research has revealed the pattern of prices on the Nordic regulating power market (Skytte, 1999). The level of the regulating power price depends on the level of the corresponding spot price and the amount of regulation needed. Compared to the spot price there is a premium for readiness, which is independent of the amount of regulating power but dependent on the corresponding spot price.

On the day-ahead market, a “system price” is calculated covering the whole Nord Pool area assuming no network constraints. In hours when congestion occurs on interconnections between bidding areas, separate day-ahead area prices are calculated on the basis of the bids from each area, with Finland, Sweden and Norway divided in two or more areas and Denmark divided into east and west. This means that congestion is managed by price differences resulting from these implicit auctions. The Nordic market is coupled to the power pools in Germany and the Netherlands through implicit auctions. The spot market bids are stated before noon for next day’s operation (12-36 hours before delivery).

Figure 3.17 shows the stylised supply and demand curve for the Nordic countries and Germany, in which wind power and hydro are the cheapest power plants, followed by nuclear, coal (applying the night-time electricity price), biomass, gas (applying the daytime electricity price), and finally the most expensive power plants fuelled by oil.

**Figure 3.17** Stylised supply and demand curve for the Nordic and German electricity markets

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

VRE drives the expensive power plants out of the electricity market.
Figure 3.18 shows the difference between the average electricity wholesale market price (time-weighted) and the wind power price (power prices weighted by wind power generation) in Western Denmark in 2002-14 (line). This is compared to the share of the consumption covered by wind power (columns). Perhaps surprisingly, the price drop is relatively high in the beginning of the period, at around 10-14% in 2002 and 2003, before dropping to about 5% in 2009-11. This trend is attributed to the flexibility measures introduced during the same period in Denmark. As a noticeable example, the decentralised co-generation plants were provided with the incentive to move from fixed feed-in tariffs (graduated depending on the time of the day) to settling at the power market price. During the same period (2002-10), the share of wind power grew only moderately. Since 2011, the wind share has increased significantly, and during the last three years, the price difference has returned to around 10-14%.

Figure 3.18
Price drop compared to the wind share in Western Denmark, statistical and model results, CNS-B

Note: For wind power generators, power price was weighted by wind power generation, and for average wholesale electricity market price, time was weighted for Western Denmark from 2002 to 2014.
Source: Ea (2015), The Danish Experience with Integrating Variable Renewable Energy, study on behalf of Agora Energiewende.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point
The greater the amount of wind power fed into the system, the more the system’s price drops; however, this is not only dependent on increases in wind power, but also on the overall flexibility of the power system, such as links to hydropower systems, the flexibility of power plants and the availability of interconnectors. In Western Denmark, the price drop of wind power will increase as its share of generation increases towards 2050. The wind share of about 100% by 2050 results in a 40% electricity price drop.

The power market model simulations show that the price drop caused by wind power will increase as its share of generation increases towards 2050. The price drop may increase to around 25% in Western Denmark as early as 2020 and by 2050, where wind power makes up 100% of total demand, the drop is projected to increase to more than 40% as illustrated in Figure 3.18.

8 The price drop for wind generation is the drop in electricity price that is seen when it is weighted for wind power generation. Generally, electricity prices are lower when there are large amounts of wind in the system. Therefore wind generators experience a lower than average electricity price.
In other Nordic countries, the share of wind power is lower than the conditions for wind power allow. The price drops for wind are therefore lower. By 2050, the price drop is 19% in Norway, 17% in Sweden and only 13% in Finland.

One would assume a lower price drop in Norway relative to Sweden, due to the lower wind share and greater possibilities of balancing with hydropower. However, by 2050 the southern parts of Norway are strongly interconnected to the United Kingdom, the Netherlands, Germany and Western Denmark, exhibiting even stronger wind price drops as illustrated in Figure 3.19.

**Figure 3.19**

Wind power price drop in the Nordic countries by 2050 relative to their share of wind power, CNS-B


**Key point**

Denmark has the highest share of wind and demonstrates the highest price drop. The relatively high Norwegian price drop is probably attributable to the strong connections to the United Kingdom, Germany, the Netherlands and Western Denmark.

If all relevant externalities, such as the cost of CO₂ and local pollution, are internalised through taxes or quotas, the electricity price is a good proxy of the socio-economic value of electricity. If these conditions are fulfilled, the value that a wind turbine or any other electricity generation technology can obtain for its production on the market can also be regarded as the socio-economic value of its production⁹.

---

⁹ In a cost-benefit analysis the value of the sold production must be compared to the costs involved in erecting and maintaining the wind turbine.
Today, the Northern European electricity market is highly effective both within the Nordic region and also in its connectivity to the electricity markets of surrounding countries. The current infrastructure, technology mix and market organisation within the Nordic power market has, to date, been able to handle the current amount of VRE with, for example, wind power at more than 50% of regional consumption in Western Denmark (Jacobsen, H. and E. Zvingilaite, 2010) and (Grohnheit, P.E., F.M. Andersen and H.V. Larsen, 2011). The most important features that enable the region to handle the variability and unpredictability of wind power are its international transmission lines and its large number of hydropower and co-generation systems with heat storage.

This illustrates how well wind and hydropower complement each other in the Nordic area and how the Nordic power market design supports this. Hydropower generation is highly variable on an annual level, whereas annual wind power generation is much more predictable. The opposite is true in the short term (e.g. at the day-ahead market) where wind power is the variable generation and hydropower can be controlled according to the filling of the water reservoirs.

This synergy implies that on the one hand, hydropower can supply short-term power flexibility that facilitates the integration of wind power in the system. On the other hand, wind power can substitute hydropower during windy periods and thereby release more hydropower capacity that can be used to supply short-term power flexibility or be transmitted to neighbouring countries. This is beneficial to all. Hydropower helps lower the system integration costs of wind, which increases the value of wind. Wind helps increase the value of hydropower by releasing capacity that can be used during high price periods.

It has been questioned whether the energy-only market model is capable of providing proper incentives for investors as the proportion of generation technologies with no or very low marginal operating costs entering the market increases. Market theory and the model simulations in this study confirm that proper investment signals will be provided in the energy-only market. However, the price pattern will differ significantly from today (see Figure 3.20). It will result in more hours with very low prices and more hours with very high prices.

Investors in the market will have to adapt to this price picture. The demand for peak power units will increase, while investment in base power capacity will become less profitable. Similarly, low cut-in wind turbines, which are able to utilise low wind speeds, will have a higher deployment of advanced wind turbines would reduce requirements for grid expansion, flexibility and storage. Therefore, the notion of system-friendly wind power opens an important discussion concerning the design of future wind turbines, since the economic value of electricity from wind power depends directly on this factor.

**Box 3.3 Advanced wind turbines can add value to wind power in the market**

High penetration of wind will, among other factors, lead to a significant price drop as shown in Figure 3.19. Hirth and Muller (2015) have shown that by installing "advanced wind turbines" in Germany, the relative economic value of electricity from wind is 22% higher than classical wind turbines in a scenario with a 30% share of wind relative to demand. This study also demonstrated that future deployment of advanced wind turbines would add value to wind power in the market.


---

10 Wind turbines with a higher tower, lower specific rating (watts per square metre [W/m²]) and increased capacity factor.
value for the system than classical wind turbines since the low cut-in turbines will be less affected by the wind-induced price drop. As shown in Figure 3.20, the increasing difference in electricity prices will also make it more attractive to invest in technologies that are able to directly or indirectly store electricity from one hour to another.

Figure 3.20 Duration curve of electricity prices in the Nordic countries in 2030 (CNS-B model result)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point In the Nordic countries, the difference between electricity prices will make investment in storage technologies more attractive in the medium term.

The electricity market simulation assumes that CO₂ prices will increase sharply to 2030 from current levels. In the scenarios the high CO₂ price provides the key driver for the further deployment of renewable energy. In today’s energy market the CO₂ price is very low and investment in renewables is mainly incentivised by dedicated support schemes. Unfortunately many support schemes fail to support system-friendly renewable energy technologies.

As an example, new onshore wind power projects in Denmark used to receive a nominal feed-in premium (FIP) of DKK 0.25 per kilowatt hour (kWh) (EUR 0.034/kWh) on top of the spot market price for the first 22,000 full-load hours. After the equivalent of 22,000 full-load hours was generated, the wind farm had to source its revenue solely from the electricity wholesale market price (Danish Energy Agency, 2015). This system provided incentives for developers to install high-rated and less system-friendly turbines in order to maximise support. For example, a 2 MW wind turbine received the FIP for 44,000 MWh of generated power, whereas a 3 MW wind turbine obtained the premium for 66,000 MWh of generation.

11 Also, a subsidy of DKK 0.0237/kWh (EUR 0.0032/kWh) was awarded for the technical lifetime of the wind power project to cover balancing costs (Energinet, 2015).
The very high average capacity rating of wind turbines installed in Denmark (e.g. averaging 3 MW in 2012) can be attributed to a certain extent to the onshore wind power support scheme that was in effect until the end 2013. As of 2014, the legislation was changed to cope with the above-mentioned challenges. The power production eligible for the FIP is now dependent on both the turbine generator size and the rotor size.

With the growing share of variable renewables in the energy system, it becomes increasingly important that system-friendly renewables are promoted. Moving from direct subsidies to indirect subsidies in the shape of CO₂ and pollution taxes (or quotas) will give the proper incentives to investors. Conversely, indirect support for renewable energy technologies is likely to expose investments to higher risks compared to the support schemes that guarantee a fixed subsidy (FIP) or even a fixed tariff (feed-in tariff). In the end, this may lead to higher consumer prices. It will become an important challenge in the Nordic countries and the rest of Europe to develop incentive structures that send proper price signals to market players and at the same time providing high stability and security to investors in renewable energy.

The Nordic system has been adept at integrating wind power, in particular due to its flexible hydropower capacity. However, there are limitations to the flexibility of hydropower, and grid constraints also limit access to hydropower balancing. By 2030 situations arise where high wind generation and strong imports reduce hydropower generation to a minimum (see Figure 3.32). Looking ahead, it will be necessary to identify flexibility from other energy sectors at low cost, in particular demand response, stronger coupling to other energy markets (heat, gas and transport) and the use of new technologies, e.g. electricity storage or EVs (Mathiesen, B.V. and H. Lund, 2015).

Electricity trade

The Nordic countries are endowed with great renewable energy potential that could possibly lead to a green generation surplus in the coming years, which could then be exported to continental Europe. Exploiting this potential requires closer grid integration, which at the same time offers significant system benefits that will increase with higher shares of VRE in the European grids:

- Nordic hydropower plants have a limited water resource, but the plants may be operated in a very flexible way. In this way they act indirectly as storage of VRE generated in the Nordic countries or imported from other European countries.

- Closer integration of grids will lead to more stable renewable energy generation because wind power (and to some extent solar power) demonstrates significant geographic smoothing effects.

- Flexible resources in both generation and demand could be shared across regions to a greater extent. These include resources for back-up when wind and solar power plants are not actively generating, as well as ancillary services to ensure that the system operates smoothly.

Power transmission system and balancing options

The simulations conducted for this chapter foresee transmission capacity between the Nordic countries and the rest of Europe increasing drastically between 2014 and 2040, as shown in Figure 3.22. Until 2030, these numbers are exogenous inputs based on the ENTSO-E TYNDP (ENTSO-E, 2014). In 2040 and 2050, model-based investments in transmission are added. In
2040, a steep increase in capacity is seen to accommodate increasing VRE generation. The value for 2050 remains about the same as net exports from the Nordic countries decrease (due to decreasing nuclear generation). It should be noted that the need for internal grid reinforcements might be underestimated somewhat with the presented expansion of interconnectors.

**Figure 3.22**

Development of the transmission capacity between the Nordic countries and their vicinity in the CNS-B

![Graph showing transmission capacity development](image)

Figures and data in this report can be downloaded at [www.iea.org/etp/nordic](http://www.iea.org/etp/nordic).

**Key point**

Transmission capacity between the Nordic countries and continental Europe will steadily increase from 2014 until 2040, while it will remain constant from 2040 until 2050. Similar behaviour is expected between the Nordic countries and Great Britain.

**Figure 3.23**

Development of electricity transmission from the Nordic perspective in the CNS-B

![Graph showing electricity transmission](image)

Note: Import = import into the Nordic countries.

Figures and data in this report can be downloaded at [www.iea.org/etp/nordic](http://www.iea.org/etp/nordic).

**Key point**

The Nordic countries are net electricity exporters to continental Europe, with this role increasing in the long term, while transmission between the Nordic region and Great Britain is balanced.
The transmission numbers show that the Nordic region is a net exporter for all the years modelled, with a maximum annual level in 2040 as depicted in Figure 3.23. Regarding the connections with continental Europe, the Nordic countries are an exporting region due to better wind conditions. The large hydro capacity also allows the Nordic countries to fit their generation to the needs of continental Europe. In 2050, there is a large drop in nuclear capacity in Sweden, which explains the lower export value.

Transmission between the Nordic region and Great Britain is of the same order in both directions, indicating that the transmission lines are used for balancing and smoothing wind generation between the two regions.

**Figure 3.24** Duration curves between the Nordic countries and surrounding countries in 2030 in the CNS-B

Note: Duration curves between the Nordic countries and the surrounding countries for the utilisation of selected transmission lines. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** In 2030, transmission ranges from +3 500 MWh to 3 500 MWh between Denmark and Germany, while it remains relatively constant most of the year from Norway to Great Britain and from Sweden to Poland.

The interconnectors between Denmark and Germany are rarely utilised at their full capacity, as shown in Figure 3.24. This is related to the high capacities available but it may also reflect that the generation portfolio in the electricity systems in Northern Germany and Denmark resemble each other. This reduces the benefits of trade. Moreover, wind power smoothing effects are relatively small due to the geographical proximity of the regions. On the other hand, the connections from Norway to Great Britain and Sweden to Poland are fully utilised for most hours of the year, indicating that significant benefits may be available from reinforcement.

For all three connectors, imports to the Nordic countries take place for around 2 000 hours a year, with exports during the remaining hours.
Investments in transmission capacity between 2030 and 2050 and electricity prices in 2050 in the CNS-B

Figure 3.25

Investments in transmission capacity between 2030 and 2050 and electricity prices in 2050 in the CNS-B

Note: Investments in transmission capacity between 2030 and 2050 and electricity price per region in 2050 are endogenous. This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point: In 2050, access to hydropower and cheap balancing will lead to somewhat lower electricity prices in the Nordic countries than in other European countries.
Between 2030 and 2050, the model chooses to invest in several important interconnectors to bridge large electricity price differences or improve balancing between regions, as shown in Figure 3.25. Great Britain is strongly connected to both the Nordic region and continental Europe due to its good wind resources (see wind FLHs in Annex A). A very large connection to Belgium, which has limited wind potential and a nuclear phase-out by 2025, allows Great Britain to export at times of high wind generation. Considering the long lead-time of interconnectors and the need for reinforcement in both Great Britain and Belgium, these specific results should be viewed with reservation. A more meshed development with stronger connections between Great Britain, France, Belgium and the Netherlands is probably more likely.

Strong connections between France (with high wind capacity and generation) and Germany (with lower penetration levels) are also established.

Norway becomes more strongly connected to Great Britain and the Netherlands by 2050, to better utilise Norwegian wind and hydro potentials and to balance wind power with hydro generation.

Figure 3.26 shows hourly transmission between the Nordic countries and their neighbours in two selected weeks in 2030. It is apparent that Germany is the most important trade partner for the Nordic countries.

**Figure 3.26** Hourly transmission between the Nordic region and surrounding countries for two weeks in 2030 in the CNS-B

Notes: Positive = import into the Nordic countries; negative = export from the Nordic countries. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Germany plays the most important role in imports to and exports from the Nordic countries.
Nordic export drivers

In addition to high CO₂ and fuel prices, other export drivers include significant wind potential, great reservoir capacity (hydropower in Norway) and a flexible district heating system. All of these factors may contribute to creating the ‘Nordic power hub’ in the future.

Wind development

Among the Nordic countries, Sweden and Norway will build out significant onshore wind capacity for 2050, while somewhat smaller onshore wind expansion is expected for Western Denmark, as illustrated in Figure 3.27. France, Germany, Great Britain, Italy and Poland will expand wind power capacity significantly towards 2050.

![Wind capacity build-outs for 2050 in the CNS-B](image)

Notes: Capacity in 2020 is defined by current policies and is exogenous to the model. Capacity in 2020 that is retired towards 2050 is assumed to be replaced. Additional capacity 2020-2050 is endogenous, representing the model’s optimised investments. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

For 2050, France, Germany, Great Britain and Italy will build out significant onshore wind capacity, as will Sweden and Norway among the Nordic countries.

It is a very complex exercise to determine realistic long-term onshore wind power potential for a country. The technical potential is usually very high but in practice it is constrained by local concerns and planning restrictions. When defining country-specific potential, this study has attempted to transfer the wind power acceptance level of Germany to other European countries in cases where good local estimates have not been available. This approach leads to a high wind power potential in a country like France, due to its size and relatively favourable wind conditions. If the acceptance level of onshore wind is lower than anticipated in the simulations, this would probably lead to a stronger wind power development offshore relative to onshore and an overall lower level of wind development since offshore wind is expected to remain more costly than onshore.
Figure 3.28 Development of wind penetration level (relative to demand) per country in the CNS-B

In most of the Nordic countries and in other European countries, the share of electricity consumption provided by wind resources will increase constantly from 2014 to 2050. By 2050, Denmark will have steadily deployed wind power, reaching about 70% of total electricity consumption; Norway and Sweden will respectively see 30% and 40% wind penetration.

Denmark will steadily deploy wind power, reaching about 70% of total electricity consumption by 2050. Similar behaviour in Norway and Sweden is expected with 30% and 40% penetration respectively by 2050, as depicted in Figure 3.28. For most of the other European countries, wind’s share of electricity consumption will increase consistently up to 2050.

Norwegian hydropower potential
NVE, the Norwegian Water Resources and Energy Directorate, estimates that the total potential for hydropower generation in Norway is approximately 214 TWh. Just above 60% of this potential is already utilised, while 24% is protected due to environmental concerns and other planning constraints (see Figure 3.29). A number of new plants have already been approved (2% of total potential) and possible new capacity is assessed to be around 12% of the total potential.

Utilising the fully remaining and unprotected potential will correspond to a 20% increase in annual generation from today’s level.
Figure 3.29 Categories of hydropower potential in Norway 2015

![Categories of hydropower potential in Norway 2015](image)

Source: Figure based on NVE (Norwegian Water Resources and Energy Directorate) (2016), "Hydropower potential by County", www.nve.no/media/2384/vannkraftpotensial-fylker-2015.pdf.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point

About 12% of Norway’s total hydropower potential to still to be deployed in the future.

The model is allowed to invest in this additional hydro potential in Norway, which is separated into 3.2 GW run-of-river capacity and 1.7 GW of reservoir capacity. Since the costs of hydropower are very site-dependent, a range of investment costs is applied based on NVE’s research (NVE, 2015). Towards 2050, the model decides to invest in almost all capacity with reservoir (99%), but only in 31% of the run-of-river potential. The resulting hydro generation is shown in Figure 3.30.

No further potential hydropower sites are included in Sweden or Finland in the model after 2030.

Figure 3.30 Norwegian hydropower generation in the CNS-B

![Norwegian hydropower generation in the CNS-B](image)

Notes: ROR = run-of-river hydropower; RES = reservoir hydropower.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point

Both ROR and RES generation increase relatively smoothly from 2014 to 2050. RES is more attractive as an investment.
The Icelandic electricity system and its future interconnection to the United Kingdom

Iceland’s electricity system is isolated as it has no connections to other markets. The system is built on renewable electricity generation in the form of hydropower and geothermal. About 71% of electricity production is from hydropower plants with production dependent on each year’s hydrological conditions. The remaining electricity is from geothermal power plants. Electricity prices in Iceland are low compared to neighbouring countries. For example, the wholesale price from the Icelandic National Power Company to retailers was about 50% lower in 2014 than the wholesale electricity price in Great Britain (Landsvirkjun, 2014) (DECC, 2015). The demand profile in Iceland is quite stable as 82% of the electricity is sold to power-intensive industry (mainly aluminium smelters), who’s operations provide stable demand. The flexibility of the hydropower plants is therefore only used to a limited extent.

The flow of electricity between two connected markets can be expected to accord with the price differentials between them. Given that electricity prices in Iceland are comparatively low, an interconnector from Iceland will mainly be used for exporting electricity from Iceland.

Connecting Iceland to other markets via an interconnector has been analysed periodically in the past and deemed technically feasible but economically unviable because of technical costs. An interconnector from Iceland to Great Britain has been analysed in recent years. The interconnector would be roughly 1 000 km long and have 800-1 200 MW capacity (ENTSO-E, 2014). The building of additional generation capacity is likely to be required to use the interconnector efficiently unless sales to power-intensive industry decrease. It is, however, unclear whether the additional capacity would be built, as new generation projects need to be approved by the Master Plan for Nature Conservation and Energy Utilization. This is a multi-criteria planning tool that was created to reconcile nature conservation and energy utilisation on a national scale. In the plan all energy development choices are assessed with respect to the anticipated impact on nature and net economic benefit, with those choices that have significant impact on nature being excluded from development.

In addition to an increase in generation capacity, the transmission system will need to be strengthened further as a result of the interconnector, although this is dependent on the landfall of the cables in the south or east of the country and the overall development of the system. If additional generation capacity and transmission infrastructure is to be built, the environmental costs should be factored into the final interconnector decision.

Great uncertainty therefore still surrounds the use of resources in Iceland. The business plan is still being developed and is likely to need to rely, at least to a certain extent, on the United Kingdom low-carbon electricity support mechanism. Preliminary economic analysis indicates that the interconnector can bring potential economic gains to Iceland, amounting to ISK 4 billion to ISK 76 billion depending on various scenarios (IoEs, 2013), indicating significant uncertainty regarding the potential extent of derived economic benefits. The interconnector is still at the planning stage and further analysis is underway on behalf of the Icelandic government with a focus on, for example, the impact on electricity prices for Icelandic households and businesses. Other interconnectors from, for example, Norway (1 400 MW) and Denmark (1 000 MW) are expected to deliver electricity to Great Britain in 2020 and 2022 (Ofgem, 2015).

The main rationale for the interconnector from an Icelandic perspective is to gain access to a larger market and sell renewable electricity at a higher price, as well as increase the security of supply, as it will be possible to import electricity when the hydrological conditions are unfavourable in Iceland. The electricity exported from Iceland will be fully renewable and hence support the UK government’s emissions reduction targets and possibly attract payments according to its Electricity Market Reform policies. Furthermore, when the
hydrological conditions are favourable, it will be possible to export the electricity that would otherwise not have been produced because of storage limitations of the reservoirs. The potential drawbacks are the uncertainty regarding economic benefits, the potential impact on electricity prices to Icelandic households and businesses, and the uncertain impact on Icelandic energy resource development.

**ENTSO-E cost-benefit analysis of transmission projects**

The quantifiable benefits of interconnectors can be large and diverse for consumers, producers, interconnector owners and governments in the connected markets (Turvey, R., 2006). The benefits for certain parties may also create costs for others, depending on the flow of the interconnector.

The socio-economic welfare of a potential Iceland-Great Britain interconnector has been assessed as being high compared to other transmission projects. ENTSO-E has assessed various transmission Projects of Common Interest (PCIs) (projects with significant benefits to at least two EU member states) in its 2014 TYNDP, and this project has been assessed with the same methodology. The total socio-economic welfare of the interconnector is high compared to other transmission PCIs; between EUR 290 million and EUR 470 million depending on the four scenarios in the cost-benefit analysis. Yet, the relative impact on the affected populations differs. Furthermore, total emissions savings from connecting Iceland to Great Britain are comparatively high in relation to other PCIs, again with differing impacts on the nations involved.

The Iceland-Great Britain interconnector provides a good opportunity to capitalise further on the flexibility of the hydropower plants and export renewable electricity to the United Kingdom. Many obstacles remain to be overcome, however, as the business plan has not been finalised, and given the inherent risk in laying a 1 000 km cable across the Atlantic Ocean.

### Flexibility in the system and VRE integration

**Flexible supply**

Table 3.8 outlines the framework for analysing flexibility from the supply side in the Nordic countries and in the other European countries.

<table>
<thead>
<tr>
<th>Scenario name</th>
<th>Period</th>
<th>Time resolution</th>
<th>Flexible power plants</th>
<th>Flexible district heating</th>
<th>Flexible transmission</th>
<th>Flexible demand</th>
<th>Flexible EVs</th>
<th>Flexible individual electric heating</th>
<th>Flexible H₂ production</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS-B baseline scenario</td>
<td>2014-50</td>
<td>72/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Hourly2030 2030</td>
<td>2030</td>
<td>8 760/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Hourly2030 +UC</td>
<td>2030</td>
<td>8 760/yr</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
</tbody>
</table>
**Hydropower**

Hydropower plants are generally highly flexible and can adjust production within minutes. If the plant utilises reservoirs, energy can be stored and used later when needed. If no storage is attached (run-of-river), production can be adjusted by bypassing the turbines, in which case energy is lost. Approximately 75% of the hydro capacity in Norway has storage. The link between hydro-based power systems in Norway and Sweden and thermal systems in Denmark, Finland and continental Europe makes it possible to fully utilise hydropower’s potential given its seasonal and yearly variations, as shown in Figure 3.3.

Figure 3.32 shows an hourly simulation for two weeks in 2030 for all the Nordic countries aggregated. Hydropower is shown to absorb the fluctuations in the system. Whenever there is plenty of wind, the hydropower plants reduce their production and vice versa. In the two periods with low electricity prices in Germany, the hydropower plants reduce generation to a very low level. In this situation the Nordic countries import from Germany, thereby minimising their own production.

**Key point**

Nordic hydropower works as a buffer that absorbs the power fluctuations of the system.
Thermal power plants

Increasing the flexibility of thermal power plants is also a key parameter to ensure integration of VRE, particularly with a medium-term perspective when coal and gas-based steam turbine plants are still expected to play a key role in the system. With increasing amounts of VRE, variations in residual load will increase, and thermal power plants will have to adjust generation to avoid low electricity prices at times of higher penetration from VRE. Lack of flexibility will ultimately lead to lower system value of VRE. Therefore, it is essential for the system that thermal power plants can adjust their generation according to the current system state. Key parameters are minimum load levels, start-up and shut-down times, and start-up cost. Within short time horizons, ramping constraints will also play an important role. In the Danish power system, power plant flexibility has improved considerably over recent decades (Ea, 2015). For example, Danish coal power plants can run at 10-20% load compared to the normal 40-60%. Future biomass-fired co-generation plants also have to be designed to be flexible.

Improving power plant flexibility is usually a stepwise approach, ranging from trial and error to detailed analysis and component redesign, as illustrated in Figure 3.33. However, the realisation of the flexibility potential requires the right incentives to be in place with regard to, for example, varying electricity prices, ancillary markets and regulatory incentives.

Figure 3.33  A stepwise approach to improved power-plant flexibility
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Optimisation approach

A 50-45-40% minimum load may be achievable through trial and error.

An increasing number of alarms and trips must be addressed through control optimisation, careful component analyses and possibly component redesign, and eventually component replacement earlier than anticipated.

Typical challenges

- Firing stability
- Feed water pump flow stability
- Minimum steam flow through turbines
- Distributed Control System (DCS) programme limitations
- Control room operators must participate actively

(Among others, challenges differ from power plant to power plant)


Key point  

Plant flexibility is optimised by improving certain part-load characteristics. Lack of flexibility in thermal power plant operation will ultimately lead to lower system value of VRE.

In Denmark, the optimisation of operational parameters in thermal power has been driven by a system with a high penetration of VRE. Table 3.9 provides an overview of the flexibility parameters of Danish and German power plants. The generally higher flexibility of gas-fired

---

12 With respect to flexibility considerations, nuclear power is not included.
power plants in comparison to coal-fired power plants is apparent. Open-cycle gas turbines (OCGTs) and gas-fired STs are superior to CCGTs in terms of flexibility. However, the overall efficiency of CCGT power plants is higher, which is not reflected in the table. On average, Danish power plants are more flexible than their German counterparts in all of the considered categories.

<table>
<thead>
<tr>
<th>Fuel and plant type</th>
<th>Country</th>
<th>Status</th>
<th>Positive load gradients (%P_n/min)*</th>
<th>Minimum stable generation (%P_n)**</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coal ST</td>
<td>Denmark</td>
<td>Prevailing</td>
<td>3-4</td>
<td>10-20</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Prevailing</td>
<td>2-3</td>
<td>45-55</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Optimisation</td>
<td>6</td>
<td>20</td>
<td>b</td>
</tr>
<tr>
<td>Natural gas ST</td>
<td>Denmark</td>
<td>Prevailing</td>
<td>8-10</td>
<td>&lt;20</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Optimisation</td>
<td>8</td>
<td>50</td>
<td>b</td>
</tr>
<tr>
<td>Natural gas OCGT</td>
<td>Germany</td>
<td>Prevailing</td>
<td>8</td>
<td>50-52</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Optimisation</td>
<td>15</td>
<td>20***</td>
<td>b</td>
</tr>
<tr>
<td>Natural gas CCGT</td>
<td>Denmark</td>
<td>Prevailing</td>
<td>3</td>
<td>50-52</td>
<td>a</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Prevailing</td>
<td>2</td>
<td>50</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Germany</td>
<td>Optimisation</td>
<td>8</td>
<td>30***</td>
<td>b</td>
</tr>
</tbody>
</table>

Note: %P_n = per cent nominal power.
* Possible increase in power capacity per minute relative to the power plant’s nominal capacity.
** Percentage of the maximum effective power that a power station unit can supply continuously in normal operating conditions under nominal external operating conditions and by observing the full-load voltage-frequency range at the connecting points.
*** The lower limit of minimum generation of gas turbines is constrained by emission threshold values for nitrous oxide and carbon monoxide.
Sources: Table adopted from Ea (2015), The Danish Experience with Integrating Variable Renewable Energy, study on behalf of Agora Energiewende; a = Blum, R. and T. Christensen (2013), “High flexibility power plants – 25 years of Danish experience”, presentation at ENS-China workshop meeting on Future Flexible Power System for Renewable Energy Grid Integration, Beijing, 4 December (values refer to 2011); b = Feldmüller, A. (2013), “Wie flexibel ist der heutige konventionelle Kraftwerkspark aus Herstellersicht?” [How flexible is today’s conventional power plant from the manufacturer’s viewpoint?]

To study the impact of having flexible thermal power plants, hourly simulations for 2030 where carried out with and without unit commitment (UC) for the thermal plants. With UC the plants are less flexible and will tend to run more constantly, which can also be seen in Figure 3.34. The simulation including UC demonstrates more electricity price peaks, related to start-stop costs, and more variation in imports and exports due to the less flexible thermal plants.

13 UC tries to schedule generation to meet the system load for the next several hours at lowest cost while taking into account technical constraints, e.g. each generator must be within its real power ramping limits (Wood, A.J., B.F. Wollenberg and G.B. Sheble, 2012).
Figure 3.34 Comparison of Nordic hourly generation in week 44 in 2030 with and without Unit Commitment (UC) in the CNS-B

Note: Electricity price profiles (top), simulation without UC (middle) and simulation with UC (lower). Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point  
UC exacerbates the impact on electricity prices when running the model.

Figure 3.35 zooms in on the impacts on the electricity price. It shows that including UC in the simulations yields a higher variation in price levels, increasing both the number of very high prices and the number of very low prices.
Figure 3.35  
**Electricity price duration curve with and without Unit Commitment (UC) in 2030 for Southern Sweden**

![Graph showing electricity price duration curve with and without Unit Commitment (UC) in 2030 for Southern Sweden.](image)

Notes: Full duration curve at the top; first 200 hours on the left; last 200 hours on the right.
Figures and data in this report can be downloaded at [www.iea.org/etp/nordic](http://www.iea.org/etp/nordic).

**Key point**  
UC leads to higher peak prices due to the inclusion of start-up costs, which particularly affect peak-load hours. Additionally, it causes more low prices since some power plants continue to operate at low prices over short time intervals to avoid expensive start-up costs.

Running the model with UC gives a more realistic picture of how power plants operate today. However, it increases the computation time very significantly and therefore it has not been possible to include when running the model with endogenous investments until 2050. Comparing simulations with and without UC is useful to illustrate the potential gain of having more flexible power plants.

**Flexibility by linking the electricity sector and district heating**

**Co-generation plants**

Co-generation plants can provide flexibility to an energy system by switching between producing only electricity (referred to as condensation mode), and producing both district heat and electricity. In combined heat and power mode, the low-pressure turbine can be bypassed, ensuring heat production at sufficient temperature (point MC in Figure 3.36). When extra power is needed, the low-pressure turbine will be used fully, and district heat
generation will be omitted (point C). This flexibility offers the opportunity to increase power generation within a very short time horizon in order to, for example, balance fluctuations in the power system.

### Key point

The flexibility of co-generation offers the opportunity to increase or decrease power generation within a very short time horizon.

Some larger power plants have the option to bypass the steam turbines and produce only district heat. As such, when co-generation plants use steam bypass they effectively function like a boiler. This enables power plants to avoid electricity generation at times of low electricity prices (e.g. due to high wind penetration), while continuing with heat generation and avoiding a complete shutdown of the plant. Steam bypass can be implemented at low cost and is likely to become an increasingly attractive feature for co-generation plants.

In smaller decentralised power plants, power generation can be decoupled from heat supply by retrofitting backpressure power plants\(^\text{14}\) with cooling options (e.g. air coolers), thereby offering backup capabilities to the electricity system in situations when there is no demand for heat or heat storage units are full.

District heating systems can offer important flexibility options for balancing future energy systems with large shares of VRE. This includes options to ensure flexible operation of thermal power plants, as well as utilisation of power for heat production at times of low electricity prices.

### Power-to-heat

A way to increase the value of variable electricity generation is to introduce new electricity consumption at times of high electricity production. One option is to use electricity for heat production (power-to-heat), for example through the use of large-scale electric boilers or high-efficiency heat pumps connected to the district heating system. In terms of energy input/output, heat pump systems can usually supply three to four times as much heat.

---

\(^\text{14}\) Power plants which produce electricity and heat at a fixed ratio are so-called backpressure steam plants.
compared to the electricity they use, and can thereby contribute to a highly efficient overall energy usage. On the other hand, heat pump systems involve significant investment. An alternative with a substantially lower investment cost is electric boilers. However, they are also much less efficient than heat pumps, with electricity to heat efficiencies close to 100%. The overall thermal efficiency of both heat pumps and boilers depends on the electricity production mix and the efficiency with which the electricity is generated. Heat pumps are well suited for applications with many operating hours, whereas electric boilers are more cost effective for applications involving fewer operating hours.

In some countries, the potential for using electricity to generate industrial process heat may also be significant.

**The link between electricity and heat generation**

The optimal operation of an integrated power and district heating system depends on the electricity price. Low electricity prices will often indicate high generation from VRE, while high prices indicate a need for additional power generation.

Figure 3.37 shows a comparison of the heat production cost of different units, depending on the electricity price. At low or negative electricity prices, heat pumps and electric boilers offer the cheapest heat. As electricity prices increase, it becomes cheaper to utilise the boiler or a turbine bypass and at electricity prices above approximately EUR 25/MWh the co-generation plant demonstrates the lowest cost.

If the co-generation plant is an extraction unit, opportunity cost will occur at very high electricity prices – since the plant could choose to produce more electricity by omitting heat production, thereby increasing income. Consequently, at very high electricity prices, the biomass boiler will provide the cheapest option.

---

15 Bypassing the steam turbines allows a co-generation plant to exclusively produce heat. This is convenient at low electricity prices.

16 With an extraction unit, all steam may be condensed (e.g. by sea water) to generate maximum electricity, or all steam may be extracted to be condensed at a higher temperature to generate district heat (Ea, 2015).
Short-run marginal heat production cost is sensitive to changes in electricity prices. District heating power plants benefit from both very low and very high electricity prices, which are expected to be seen in the future. District heating enables wind integration through heat pumps and electric boilers.

Storage

Storage can take up energy when there is surplus production and give it back to the system when it is needed. Heat and gas are relatively cheap to store, while local electricity storage is rather costly. Chemical storage in particular can be used to link together the different energy carriers in the system. The following section presents storage options relevant to the Nordic energy system.

Heat storage

Heat storage in district heating systems can increase the flexibility of thermal power plants, or other options for heat generation, by decoupling heat generation and heat consumption through time. Heat storage enables thermal power plants to produce heat when electricity prices are high, and allows electricity-to-heat technologies to produce heat when electricity prices are low. The most common form of heat storage is large well-insulated water tanks placed next to the co-generation plant. Certain heat producers with large solar heating farms are also establishing seasonal heating storage, allowing heat produced in summer to be utilised in the winter months.

A typical co-generation plant in Denmark, for example, has heat storage capacity for approximately eight hours of generation.

In Balmoral, the Nordic countries are divided into district heating areas where demand and supply are balanced. This means that investments in district heat-
producing units can be tracked to these areas and the balance between supply and demand studied. For example, Figure 3.39 shows district heat production in the model area "Central Sweden". The main supplier is biomass-based co-generation; heat pumps produce when the electricity price is low, solar heating when the sun is shining, and heat storage and boilers balance the rest.

**Figure 3.39** Hourly heat generation for one week in Central Sweden in 2030 in the CNS-B

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** In Central Sweden in 2030, heat pumps shut down when the electricity price is high; under these conditions, mainly co-generation, boilers, solar and heat storage supply the heat demand.

**Biofuels: chemical storage**

Producers of renewable energy carriers for the transport sector (here called biorefineries) can become an important player in a future energy system with significant shares of VRE. When producing biofuels, process inputs can be electricity, heat and biomass, and – depending on the type of process – the outputs can be different kinds of fuel for transport, surplus heat and different types of by-product. In the 2050 CNS about 60% of the fuel for transport is expected to take the form of biofuels, while the contribution of hydrogen is negligible, as depicted in Figure 3.40. While the CNS sees hydrogen consumption as being negligible in the Nordic region, other studies in Denmark and Finland indicate that a very substantial electricity supply is needed for hydrogen production, in order to decarbonise the transport sector (Danish Energy Agency, 2014).
Figure 3.40  Final energy demand for transport in the Nordic countries in the CNS

The general concept of biorefineries is illustrated in Figure 3.41. The resources are different types of biomass and organic waste and, depending on the specific process, electricity and heat will also be needed to produce biofuels. Other outputs from the plants can be waste heat and residual products that can be used for fodder and fuel.

Figure 3.41  Biorefinery concept

Key point  Waste heat and residual products from biofuel production can be used for fodder, fuel or fertiliser.

Biofuels can either be imported or produced locally in the Nordic region. If biorefineries are situated in the Nordic countries, they can be an active part of a future Nordic energy system linking power, transport and district heating sectors. From some processes, waste heat can be utilised for district heating, which implies that the plant should not be too far away from district heating networks. Another important link to the energy system derives from the fact
that biofuels easily can be stored and, as the processes use electricity, production can be adjusted to the market price of electricity, thereby helping balance the system. This is not, however, straightforward as some of the processes must be run continuously, and to be flexible means investing in over-capacity and thereby more expensive plants.

Production of hydrogen by means of electrolysers has the highest potential to offer flexibility to the energy system, as it produces hydrogen (which can be stored) on the basis of water and electricity and also produces surplus heat. This potentially offers a link between electricity, district heat and transport fuel (Figure 3.42).

**Figure 3.42** Electrolysis, upgraded biogas and advanced bio-ethanol production

Electrolysis / hydrogen production

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electricity</td>
<td>Hydrogen 2.5 GJ/MWhe</td>
</tr>
<tr>
<td></td>
<td>Heat 0.5 GJ/MWhe</td>
</tr>
<tr>
<td></td>
<td>Oxygen 0.05 t/MWhe</td>
</tr>
</tbody>
</table>

Upgraded biogas production

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manure &amp; biomass</td>
<td>Upgraded biogas 0.642 GJ/t biomass</td>
</tr>
<tr>
<td></td>
<td>Biogas plant</td>
</tr>
<tr>
<td></td>
<td>Heat 0.067 GJ/t biomass</td>
</tr>
<tr>
<td></td>
<td>Electricity 0.02 GJ/t biomass</td>
</tr>
<tr>
<td></td>
<td>Digestate</td>
</tr>
</tbody>
</table>

Advanced bio-ethanol production

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>Straw 14.5 GJ/t straw</td>
<td>2nd gen. bio-ethanol plant 7 GJ/t straw</td>
</tr>
<tr>
<td></td>
<td>Bioethanol</td>
</tr>
<tr>
<td></td>
<td>Fodder 0.4 t/t straw</td>
</tr>
<tr>
<td></td>
<td>Biomass for co-generation 0.2 t/t straw</td>
</tr>
</tbody>
</table>

Notes: Upgrading biogas is a process to concentrate the methane in biogas to natural gas standards; the process removes CO₂, hydrogen sulphide, water and contaminants from the biogas. GJ/t = gigajoule per tonne. GJ/MWhe = gigajoule per megawatt hour electric. Wood biomass is not explicitly mentioned here; however, it has an important potential for biofuel production. t/t straw = tonne of residual biomass per tonne of straw input.

Source: Based on Danish Energy Agency (2013), Technology Data for Advanced Bioenergy Fuels. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** Production of hydrogen by electrolysers has the highest flexibility potential to offer the energy system. Advanced bio-ethanol production can produce fuel for co-generation plants or boilers.
Other biorefineries such as biogas plants have a demand for heat (Figure 3.42), while advanced bio-ethanol plants may produce fuel for co-generation plants or boilers as well as fodder for the agricultural sector.

Each of the mentioned processes creates a link between electricity, biomass resources, biofuels, and in some cases district heating. The system can be even further integrated, as there are potential synergies between some of the processes. Figure 3.43 illustrates potential interlinkages between the different main energy carriers.

**Figure 3.43** Interlinkages among the different energy carriers in the energy system

<table>
<thead>
<tr>
<th>Wind/solar power</th>
<th>Electricity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biomass and waste</td>
<td>Water electrolysis</td>
</tr>
<tr>
<td>Pyrolysis</td>
<td>Periods with low electricity consumption</td>
</tr>
<tr>
<td>Upgrading of pyrolysis oil</td>
<td>Hydrogen storage</td>
</tr>
<tr>
<td>Gasification</td>
<td>Periods with high electricity consumption</td>
</tr>
<tr>
<td>Catalyst conversion of H₂/CO/CO₂</td>
<td>Combustion and electricity production</td>
</tr>
<tr>
<td>Liquid fuel chemicals (e.g. Methanol, DME, liquid hydrocarbons)</td>
<td>District heating</td>
</tr>
<tr>
<td>Methane storage</td>
<td>Natural gas grid</td>
</tr>
<tr>
<td>Liquid-fuels / chemicals</td>
<td></td>
</tr>
</tbody>
</table>

Notes: The four main energy carriers are electricity, district heating, gas and liquid fuels; electricity comes from different sources, such as solar, wind, hydro, nuclear; CO = carbon monoxide; DME = dimethyl ether.


**Key point** Chemical storage can connect four main energy carriers in the energy system.

**Electricity storage**

Electricity storage can be a way to secure the value of VRE generation by providing the option to decouple electricity generation and consumption over time, thus providing electricity when electricity prices are high. However, the efficiency and investment cost of storage technologies continue to be a challenge from an economic perspective.

For direct storage of electricity in forms where it can be retrieved as electricity again, five principal technology types are available, each with different characteristics. Pumped hydro and compressed air energy storage (CAES) offer a greater volume of storage, but can also provide short-term capacity. Flywheels and super capacitors mainly provide capacity in short timescales, while batteries can be in both categories depending on the battery technology. Table 3.10 shows in more detail the timeframes in which the different storage technologies work and what kind of application they serve. In the short timescale, from “voltage support”
downwards, are the so-called system ancillary services, while upwards in the timescale are applications related to the day-ahead electricity market.

### Table 3.10

<table>
<thead>
<tr>
<th>Application by response timeframe</th>
<th>Discharge time/duration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hours</td>
</tr>
<tr>
<td>Energy arbitrage</td>
<td>M</td>
</tr>
<tr>
<td>Generation capacity deferral</td>
<td>M</td>
</tr>
<tr>
<td>(T&amp;D) investment deferral</td>
<td>M</td>
</tr>
<tr>
<td>Congestion management</td>
<td>M</td>
</tr>
<tr>
<td>Voltage support</td>
<td>M</td>
</tr>
<tr>
<td>Black start</td>
<td>M</td>
</tr>
<tr>
<td>Spinning reserve/load following</td>
<td>M</td>
</tr>
<tr>
<td>Renewable ramp reduction</td>
<td>M</td>
</tr>
<tr>
<td>Regulation</td>
<td>M</td>
</tr>
<tr>
<td>Power quality</td>
<td>M</td>
</tr>
</tbody>
</table>

**Technology maturity key:**
- M - Mature
- C - Commercial
- D - Demonstration


**Key point**

*Pumped hydro and CAES generally deliver capacity in minutes and hours, while other technologies, such as batteries, can delivery of capacity in seconds and minutes.*

### Storage and flexibility

The different energy storage options have varying timescales and volumes, and they can also address different problems in the energy system. Table 3.11 links flexibility timescales, analysis tools, system phenomena and storage technologies. The energy system model Balmorl, used for the analysis in this chapter, addresses technologies from the red line downwards in the table. Therefore all the storage options mentioned in that part are included in the analysis of integration of VRE in the Nordic energy system.
Table 3.11  
Flexibility timescales, analysis tools, system phenomena and storage technologies

<table>
<thead>
<tr>
<th>Timescale</th>
<th>Analysis tools and concerns</th>
<th>Phenomena</th>
<th>Relevant storage technologies</th>
<th>Included in Balmorel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nanoseconds to milliseconds</td>
<td>Electromagnetic transients and finite-element methods</td>
<td>Lightning, switching and wave propagation</td>
<td>–</td>
<td>No</td>
</tr>
<tr>
<td>Milliseconds to seconds</td>
<td>Transient stability</td>
<td>Faults and protection systems</td>
<td>Capacitors/inductors, inertia (system inherent storage)</td>
<td>No</td>
</tr>
<tr>
<td>Seconds to minutes</td>
<td>Voltage and wide area stability</td>
<td>Propagation of faults; Inter-area swings; cloud passing; frequency disturbances</td>
<td>Generator primary controllers, batteries, thermal loads</td>
<td>No</td>
</tr>
<tr>
<td>Minutes to hours</td>
<td>System operation, including balancing and reserves, ancillary services, decision support</td>
<td>Plant outages, wind fluctuations and forecast errors, fast demand ramps, shifts in market schedules</td>
<td>Demand response and building thermal storage, electric vehicles, batteries, district heating, etc.</td>
<td>Yes</td>
</tr>
<tr>
<td>Hours to days</td>
<td>Energy markets</td>
<td>Forecast errors, daily and week-scale fluctuations</td>
<td>Pumped hydro, compressed air storage, gas network, heat network</td>
<td>Yes</td>
</tr>
<tr>
<td>Days to seasons</td>
<td>Energy futures markets</td>
<td>Seasonal weather patterns; social crises</td>
<td>Hydro; seasonal heat storage</td>
<td>Yes</td>
</tr>
<tr>
<td>Seasons to several years</td>
<td>Investment and asset management</td>
<td>Market price development; regulatory change; climate change</td>
<td>Electrolysis; gaseous, liquid and solid fuels</td>
<td>Yes</td>
</tr>
</tbody>
</table>


Key point  
Balmorel includes all storage technologies in the table at the “minutes to hours” timescale or greater.

Flexible demand

Table 3.12 outlines the scenario frame for the flexible demand analysis.

Table 3.12  
Flexible demand scenario

<table>
<thead>
<tr>
<th>Scenario name</th>
<th>Period</th>
<th>Time resolution</th>
<th>Flexible power plants</th>
<th>Flexible district heating</th>
<th>Flexible transmission</th>
<th>Flexible demand</th>
<th>Flexible EVs</th>
<th>Flexible individual electric heating</th>
<th>Flexible H2 production</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS-B baseline scenario</td>
<td>2014-50</td>
<td>72/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Flex scenario</td>
<td>2014-50</td>
<td>72/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Hourly2030</td>
<td>2030</td>
<td>8 760/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>X</td>
</tr>
<tr>
<td>Hourly2030 + Flex</td>
<td>2030</td>
<td>8 760/yr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
Traditionally, electricity consumption has been viewed as given parameter to be served by adjusting production. However, from an economic point of view serving any load irrespective of cost does not make sense. Certain consumers may prefer to reduce or stop consumption if confronted with higher costs. In addition, at sufficiently low cost some consumers may prefer to increase their consumption.

Demand response will become increasingly important in the future power systems to:

- Provide cost-efficient back-up when variable renewables are not producing.
- Increase the value of variable renewables in situations with high production.
- Balance VRE minute-by-minute and hour-by-hour.

The need for demand response will increase

It is a basic assumption behind market liberalisation that market forces will produce the required power capacity and thereby ensure the adequacy of the production side. However, this assumes that consumers are willing to pay for power at very high prices. In scarcity situations, these consumers will set the price of electricity at a higher level than the short-run marginal costs of peak power plants and thereby create the margin to cover the fixed costs of these plants.

While these considerations are valid in any power system, they become increasingly relevant with the large-scale introduction of variable generation from renewable sources. As dispatchable production is pushed out of the market, the cost of serving peak loads at times of low variable production will have to rise.

In the Nordic electricity market, the price ceiling is EUR 3 000 per MWh. If the price ceiling is reached, involuntary disconnection of consumers is needed, so-called brown-outs, unless back-up capacity (strategic reserves) is procured by the system operator. Contrary to a blackout – a system collapse – a brown-out is a controlled disconnection of pockets of customers. This is usually done according to a schedule protecting consumers that are believed to have a particularly high willingness to pay for electricity, such as hospitals, railways and certain industries.

Assuming – unrealistically – that there is no demand response (or other sources with no or very low capital costs) in the market, disconnections could on average take place for around 17 hours a year. The rationale is that it takes 17 hours with a profit contribution of approximately EUR 2 900 per hour (price ceiling minus short-run marginal cost of approximately EUR 100 per MWh for a peak power plant) to recover the fixed capital costs of new peak power capacity of around EUR 50 000 per MW per annum. If the marginal unit is an existing gas or oil-fired power plant the fixed cost is lower, around EUR 10 000-15 000 per annum, and the price ceiling would only have to be reached 3-5 hours a year.

By analysing the load curve in a power system, it is possible to estimate the amount of demand response required to have a functioning market without brown-outs.

The graphs in Figure 3.45 below show duration curves for the Nordic electricity system (Denmark, Finland, Norway and Sweden) for demand as well as residual demand, i.e. demand minus wind generation in 2015.17 In 2015, wind power made up just 8.9% of electricity generation in the

---

17 Other sources of inflexible generation are solar and run-of-river hydro, but these are not included in the graph.
Nordic countries. The left-hand graph in Figure 3.45 zooms in on the 100 hours with the highest demand, showing that the residual peak demand curve is steeper than the curve in a system without wind power. The reason for this is the presence of a few hours with very high demand and very low wind power contribution. Therefore, the maximum residual demand is only slightly lower than the maximum demand. Run-of-river hydropower is likely to have a similar impact, but production data has not been available to quantify this.

Consequently, a higher level of demand response (both in terms of MW and in terms of MWh) or a larger strategic reserve is required to have a well-functioning market in a system with high levels of wind and solar. If demand response is activated at a price very close to the price ceiling, around 2 200 MW are required in the current system with 9% wind power. However, only 1 500 MW would have been required had there been no wind power in the system.

**Key point**

* A greater proportion of wind and solar power in the energy supply mix will increase demand for peak power while decreasing demand for baseload power.

Researchers have summarised recent analysis of the potential for demand response in the Nordic countries (Thema Consulting Group, 2014). With the current composition of electricity demand, the potential in industry is between 5000 and 6000 MW, and between 4000 and 7000 MW in households. These numbers account for the Nordic region as a whole. The potential within the household sector is largely related to the control of electric heating and water heaters, which are important in Norway, Sweden and Finland. Thus, the potential for demand response in the Nordic countries is very significant compared to the volumes required for a well-functioning market. However, the research emphasises that the volumes are uncertain, with economic, technical and practical barriers to realising their potential.

In order to quantify the impact of demand response for the future electricity system, a separate sensitivity analysis has been undertaken where a share of demand is assumed to be flexible. There are different ways of increasing demand flexibility (Ea, 2011):
- Load shifting: This refers to the shifting of demand by household consumers (e.g. for cooling) and industrial customers away from a period with high electricity prices to a period with low wholesale electricity prices.

- Peak shaving: This refers to a reduction in peak demand during times of high prices. This may comprise of consumption that is simply reduced, but not shifted to another period (e.g. lighting turned off in shop windows when the shops are closed).

- Fuel shift in industries: This is the substitution of currently utilised fuel (oil or gas) to electricity-based process heat when electricity prices are low.

The sensitivity analysis addresses only load shifting, i.e. elastic demand, which can for example shift electricity consumption from high-price hours to low-price hours. The flexible demand is modelled as virtual electricity storage, as a proxy for load shifting, without associated losses or costs, i.e. total demand is unaffected over a longer period, but load is shifted within the period without costs. The maximum amount of electricity storage corresponds to four hours of loading. The available demand response capacities are depicted in Figure 3.46, and are gradually phased in so that by 2050 they resemble those identified in the research (Thema Consulting Group, 2014). Of the total potential, 6 GW are related to nominal electricity demand (for example within the industry sector), and a further 6 GW are related to electrical heating (direct heating as well as heat pumps in buildings). Moreover, a potential for flexible charging of EVs is included. This potential is very limited at the beginning of the period but grows to more than 1.5 GW by 2050 in accordance with the increasing deployment of EVs in the CNS.

**Figure 3.46** Development of demand response in the sensitivity analysis

Note: These capacities are exogenous inputs from CNS to CNS-B.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  
The demand response capacities are gradually phased in up to 2050.

**Impact of flexible demand on capacity development**

In the Nordic region and surrounding European countries, flexible demand is not changing the big picture in the deployment of power capacity until 2050, as illustrated Figure 3.47. However, from 2030 and onwards it has a growing influence on the need for flexible gas power capacity. In 2050, the need for gas power capacity is reduced by 50% when introducing flexible demand. Within the Nordic countries, this is mainly reflected in the Danish power system.
**Key point** In the Nordic countries, the impact of flexible demand on capacity development is rather limited (from 2014 until 2040), but it has a big impact in gas power capacity by 2050. Meanwhile in the other European countries this impact is reflected from 2030 onwards.

**Impact of flexible demand on electricity trade**
Flexible electricity demand will have a larger impact on net exports to continental Europe than to Great Britain as shown in Figure 3.48.
Comparison of electricity export and import from the Nordic countries to continental Europe and Great Britain with and without flexible demand, in the CNS-B baseline and flex scenarios

Key point

Flexible demand contributes to increasing net exports from the Nordic countries to continental Europe, in the long term, while the effect is somewhat limited with respect to net exports to Great Britain.

The extra flexibility provided to the Nordic power system when introducing flexible demand stabilises the electricity price and reduces the need for natural gas peak boilers. Figure 3.49 illustrates how flexible demand is modelled as electricity storage, moving demand from peak to off-peak periods.
Figure 3.49: Results from the Nordic countries in 2030 with flexible demand (bottom), without flexible demand (middle) and related electricity prices (top), in the CNS-B baseline and flex scenarios.

Notes: Simulation of one week. Results from simulations with flexible demand (bottom), without flexible demand (middle) and related electricity prices (top). Negative flex demand indicates an increasing electricity demand whereas positive flex demand indicates a reduction in demand. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Key point: Flexible demand moves demand from high-price hours to low-price hours and reduces peak prices and volatility.
The role of nuclear in the Nordic energy system

In 2013, nuclear power plants in Sweden and Finland accounted for 23% of total electricity generation in the Nordic countries (NordREG, 2014). The future role of nuclear power in the Nordic system is associated with a high level of uncertainty.

Finland is planning to increase its nuclear capacity. Construction of the 1 600 MW Olkiluoto 3 was begun in 2005, but the project has suffered from severe delays and currently the plant is not expected to be commissioned until 2018 (World Nuclear News, 2014). The Finnish government has granted permits for construction of two additional reactors for Teollisuuden Voima and Fennovoima. Fennovoima is expected to start construction of a 1 200 MW reactor in 2018 (Power Technology, 2016).

In Sweden, the situation is the reverse. In 2015, power plant owners announced decisions to close four older reactors by 2020 (two units at Ringhals and two units at Oskarsham), removing in total 2 700 MW of capacity; further decisions on closures may follow. Nuclear power plants in Sweden are faced with considerable reinvestment in order to improve the safety of the plants and are also subject to taxes in the order of EUR 7/MWh (World Nuclear Association, 2016). Considering the prevailing very low price of electricity, these factors pose a challenge to the economics of the reactors. Industry experts estimate that the long-term electricity price needs to be at around EUR 30/MWh to avoid the decommissioning of existing plants and at EUR 40/MWh to cover lifetime extensions and/or capacity increases at existing plants (Krönert, F, 2016). The levelised cost of electricity generation of new nuclear generation capacity is approximately EUR 65/MWh according to the IEA Projected Costs of Generating Electricity (IEA, 2015). This number corresponds well with the reported numbers for Finland in the same publication,18 whereas the Fennovoima 1 nuclear power plant has been contracted at a maximum price of just EUR 50/MWh for the first 12 years of operation according to the media (Taloussanomat, 2014).

In the CNS-B baseline simulation, Swedish nuclear capacity is expected to drop from above 9 000 MW in 2014 to just above 6 000 MW by 2020, as shown in Figure 3.50. This reflects the abovementioned decisions to close capacity, and this level is projected to be sustained until 2040, after which all remaining nuclear power plants are closed. As a consequence of investment decisions and the on-going construction of Olkiluoto 3, nuclear capacity increases to 5 000 MW in Finland by 2030. Thereafter capacity reduces again as the existing power plants reach their technical lifetime (figure 3.50).

Considering these uncertainties for the outlook for nuclear power, a fast phase-out scenario is also analysed, where all nuclear capacity in Sweden is phased out by 2030 and the Fennovoima plant in Finland is not built after all, resulting in Finnish nuclear capacity being 3855 MW in 2030 and 1600 MW in 2050 (see Annex for complete data). The development of nuclear power in the CNS-B baseline scenario and the sensitivity analysis with fast phase-out are depicted in Figure 3.51.

---

18 Median value of reported nuclear power plants using a 7% discount is approximately USD 85/MWh (2013 value). Converted to EUR (2015 value) by applying an exchange rate of EUR 0.74/USD for 2013 and 2% inflation.
**Key point** In a fast phase-out scenario, Sweden will phase out its nuclear installed capacity by 2030, while Finland will increase its nuclear installed capacity (2014-20) and then decrease its capacity until 2050.

The simulations show that with the significant reduction in nuclear power capacity in 2030 and 2040, the model invests in additional wind and natural gas capacity in the Nordic countries, especially in Sweden. The total dispatchable capacity (including all hydropower plants) is reduced from 84 GW to 81 GW. Total electricity generation in the Nordic countries is also reduced, leading to a drop in net electricity exports from 62 TWh in the 2030 CNS-B baseline case to 52 TWh in the fast phase-out scenario.

**Key point** A significant reduction in nuclear power capacity in 2030 and 2040 is reflected in greater investment in wind power and natural gas capacity in the Nordic countries, mainly in Sweden.
Due to the greater role of natural gas in the fast phase-out scenario, CO₂ emissions in the Nordic countries increase by 7 million tonnes in 2030. In the surrounding European countries, the fast phase-out scenario increases emissions by 2 MtCO₂ due to reduced export potential from the Nordic countries.

A significant impact on electricity prices is observed in the Nordic countries in 2030, which on average increase by approximately EUR 8/MWh, as depicted in Figure 3.55. The price influence is strongest in Sweden, where average prices increase by EUR 10/MWh.

**Figure 3.52**

Electricity price and CO₂ emissions in the Nordic countries with and without fast nuclear phase-out, in the CNS-B

![Diagram showing electricity price and CO₂ emissions](image)

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

In the fast nuclear phase-out scenario, CO₂ emissions will increase due to greater deployment of natural gas capacity, and electricity prices will increase (on average) by EUR 8/MWh in the Nordic countries.

To give an indication of the profitability of nuclear power in the future power system, the projected electricity prices in the simulations can be compared with the aforementioned costs to cover lifetime extensions or increases in capacity at existing or new power plants. Towards 2020, electricity prices are likely to remain below EUR 30/MWh, which is hardly sufficient to cover the running cost of existing nuclear power plants in Sweden, when taxes are included. After 2020, the price shoots up and reaches around EUR 55/MWh by 2030, and stays at this level towards 2050. This is adequate to cover lifetime extensions as well as capacity extensions at existing power plants, but it is barely enough to make investment in new nuclear generation capacity viable.

In addition, it is important to stress that the power price projection is highly sensitive to the assumption about a steeply increasing CO₂ price between 2020 and 2030. Even though, the European Union would like to see the EU Emissions Trading System as the main driver for the transformation of the electricity system, it is probably more likely that the driving forces will be a combination of renewable energy subsidies and a more moderate CO₂ price. Previous analysis has shown that future support for low-carbon technologies has a significant influence on power market prices if it takes place through renewable energy subsidies rather than the CO₂ price (Ea, 2014a). This is crucial to have in mind when assessing the future profitability of nuclear power from the perspective of a power company.
Recommendations and near-term actions

This analysis of integration of VRE in the Nordic region is based on a specific framework based on the assumption that international agreement secures an average increase in global temperatures of below 2°C. Fuel prices and a resulting CO₂ price are derived from this assumption, reflecting the marginal abatement costs for reducing CO₂, which, together with energy demand projections for the countries covered, function as exogenous inputs to the Balmorel model used in this chapter. These prices and energy demands are taken from the 2DS in the IEA global ETP-TIMES model (and sub-models), but in a specific model run with more detailed representation of the Nordic countries (the Nordic CNS).

An important message before reaching a conclusion on the results is the choice of using “free” optimisation of future investment in and running of the Nordic electricity and district heating systems. This means that the model can freely choose when to invest and in which technologies, and what fuels to use, as long as the demand is met. Only national policies on renewable energy until 2020 are forced on the model, and therefore some existing national targets in later years might not be met in the scenarios. One technology has, however, been treated differently – namely nuclear. Nuclear power plants have an extremely long lead time and investment costs are very uncertain. This makes them difficult to handle in an optimisation model such as Balmorel. At the same time, the future amount of nuclear in the Nordic system has a significant influence on the system, and therefore a sensitivity study has been undertaken for this chapter to compare the impacts of two different development paths for nuclear in Sweden and Finland.

With all this in mind, very interesting findings result from this special focus on and analysis of integration of VRE in the Nordic energy system.

The Nord Pool area is extremely well suited to the integration of VRE production in the form of wind and solar power. This is due to the presence of a storable hydropower, adequate transmission capacity between the regions and a well-functioning electricity market. With increasing shares of VRE, transmission capacity has to be updated not just in the Nordic region but all through Europe. The analysis shows that the future system can handle up to 80% VRE in certain regions.

For optimal utilisation of VRE, the electricity transmission grid both within the Nordic countries, from the Nordic countries to continental Europe and Great Britain, as well as between European countries, has to develop in a consistent manner. This means that European and Nordic countries have to co-ordinate future reinforcement of the power grid and renewable energy targets.

The Nordic countries are endowed with very significant renewable energy resources (particularly hydro and wind power). In the CNS-B the value of renewable energy is seen to increase and offer export potential in the order of 50-60 TWh for the Nordic countries as whole. Developing this export potential is dependent on the active development of Nordic policies, ensuring:

- That wind power opportunities are developed onshore, which may involve innovative measures to compensate neighbours affected by wind turbines.
- That energy efficiency measures to curb electricity use are adopted to allow for an increase in the Nordic region’s export potential. In particular, there is a potential for higher energy efficiency in buildings using direct electric heating.
- The construction of stronger interconnectors to continental Europe and the United Kingdom.
Price patterns can be expected to change in a market dominated by renewable energy. The occurrence of very low electricity prices and very high prices will be more frequent. The need for conventional thermal baseload power plants will decrease significantly, whereas the need for peak power plants and demand response will increase. The value of electricity storage will also increase.

The hourly price signals in the Nordic energy market will provide incentives for market players and investors to adapt their portfolios, investments and research activities to these changing patterns. For example, the benefit of system-friendly wind power will increase, calling for wind power plants designed for low wind speeds.

Flexible electricity consumption offers untapped potential to integrate variable wind power in the Nordic countries, for example by means of district heat generation. In some countries, this potential may be hampered by taxes on electricity consumption and distribution tariffs that do not reflect actual costs.

The CNS-B simulations assume that a sharply increasing CO₂ price is the main driver of the transformation of the energy system. This is in accordance with the polluter pays principle. In practice, however, the transformation is more likely to be driven by a combination of renewable subsidies and carbon pricing, at least in the medium-term. As an increasing share of generation comes to rely on subsidies, it becomes particularly important that these support schemes are well designed to ensure that renewable energy technologies are also exposed to the price signals provided by the market.
Annex A (Chapter 1)
Analytical Approach

Nordic Energy Technology Perspectives 2016 (NETP 2016) follows the same analytical approach as Energy Technology Perspectives 2016 (ETP 2016) (www.iea.org/etp). It applies a combination of back casting and forecasting over three scenarios from now to 2050. Back casting lays out plausible pathways to a desired end state. It makes it easier to identify milestones that need to be reached, or trends that need to change promptly, in order for the end goal to be achieved. The advantage of forecasting, where the end state is a result of the analysis, is that it allows greater considerations of short-term constraints.

The analysis and modelling aim to identify the most economical way for society to reach the desired outcome, but for a variety of reasons the scenario results do not necessarily reflect the least-cost ideal. Many subtleties cannot be captured in a cost optimisation framework: political preferences, feasible ramp-up rates, capital constraints and public acceptance. For the end-use sectors (buildings, transport and industry), doing a pure least-cost analysis is difficult and not always suitable. Long-term projections inevitably contain significant uncertainties, and many of the assumptions underlying the analysis will likely turn out to be inaccurate. Another important caveat to the analysis is that it does not account for secondary effects resulting from climate change, such as adaptation costs. By combining differing modelling approaches that reflect the realities of the given sectors, together with extensive expert consultation, NETP 2016 obtains robust results and in-depth insights.

Achieving the NETP scenarios does not depend on the appearance of breakthrough technologies. All technology options introduced in NETP 2016 are already commercially available or at a stage of development that makes commercial-scale deployment possible within the scenario period. Costs for many of these technologies are expected to fall over time, making a low-carbon future economically feasible.

The NETP analysis acknowledges those policies that are already implemented or committed. In the short term, this means that deployment pathways may differ from what would be most cost-effective. In the longer term, the analysis emphasises a normative approach, and fewer constraints governed by current political objectives apply in the modelling. The objective of this methodology is to provide a model for a cost-effective transition to a sustainable energy system.

To make the results more robust, the analysis pursues a portfolio of technologies within a framework of cost minimisation. This offers a hedge against the real risks associated with the pathways: if one technology or fuel fails to fulfil its expected potential, it can more easily be compensated by another if its share in the overall energy mix is low. The tendency of the energy system to comprise a portfolio of technologies becomes more pronounced as carbon emissions are reduced, since the technology options for emissions reductions and their potentials typically depend on the local conditions in a country. At the same time, uncertainties may become larger, depending on the technologies’ maturity levels and the risks of not reaching expected technological development targets.
The ETP model

The ETP model, which is the primary analytical tool used in NETP 2016, supports integration and manipulation of data from four soft-linked models:

- energy conversion
- industry
- transport
- buildings (residential and commercial/services).

It is possible to explore outcomes that reflect variables in energy supply (using the energy conversion model) and in the three sectors that have the largest demand, and hence the largest emissions (using models for industry, transport and buildings). The following schematic illustrates the interplay of these elements in the processes by which primary energy is converted to the final energy that is useful to these demand-side sectors (Figure A.1).

**Figure A.1** Structure of the ETP model

![Diagram showing the structure of the ETP model](image)

Notes: TIMES = The Integrated MARKAL-EFOM System, MoMo = Mobility Model. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point** *The ETP model enables a technology-rich, bottom-up analysis of the global energy system.*

**ETP-TIMES model for energy conversion sector**

The conversion sector (i.e. power and heat generation as well as fuel transformation) in NETP 2016 is analysed using the global ETP-TIMES model, which explicitly includes the five Nordic countries (Denmark, Finland, Iceland, Norway and Sweden) as separate model regions and depicts, in a technology-rich fashion, the supply side of the Nordic energy system. The global ETP-TIMES model spans the spectrum for primary energy supply and conversion to final energy demand up to 2075 for 28 world's regions or countries, including the five Nordic countries. The model is based on the TIMES (The Integrated MARKAL EFOM System) model generator, which has been developed by the Energy Technology Systems Analysis Programme (ETSAP) implementing agreement of the International Energy Agency (IEA) and allows an economic
representation of local, national and multi-regional energy systems on a technology-rich basis (Loulou et al., 2005).

Starting from the current situation in the conversion sectors (e.g. existing capacity stock, operating costs and conversion efficiencies), the model integrates the technical and economic characteristics of existing technologies that can be added to the energy system. The model can then determine the least-cost technology mix needed to meet the final energy demand calculated in the ETP end-use sector models for industry, transport and buildings (Figure A.2).

**Figure A.2 Structure of the ETP-TIMES model for the conversion sector**

<table>
<thead>
<tr>
<th>Resources, potentials</th>
<th>Input assumptions</th>
<th>CO$_2$ prices</th>
<th>Demand load curves</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply costs</td>
<td>Technical and economic characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary energy supply</td>
<td>Conversion</td>
<td>Transport and distribution</td>
<td>Final energy demand</td>
</tr>
<tr>
<td>Coal</td>
<td>Gas processing</td>
<td>Gas pipelines, LNG</td>
<td>Coal</td>
</tr>
<tr>
<td>Oil</td>
<td>Coal upgrading</td>
<td>Electricity transmission and distribution</td>
<td>Natural gas</td>
</tr>
<tr>
<td>Natural gas</td>
<td>Electricity sector</td>
<td>District heat grid</td>
<td>Oil products</td>
</tr>
<tr>
<td>Nuclear</td>
<td>Electricity plants</td>
<td>Hydrogen infrastructure</td>
<td>Electricity</td>
</tr>
<tr>
<td>Biomass</td>
<td>Co-generation plants</td>
<td></td>
<td>District heating and cooling</td>
</tr>
<tr>
<td>Hydro</td>
<td>Heat plants</td>
<td></td>
<td>Solid biomass</td>
</tr>
<tr>
<td>Wind</td>
<td>Electricity storage</td>
<td></td>
<td>Biofuels</td>
</tr>
<tr>
<td>Solar</td>
<td>Refineries</td>
<td></td>
<td>Hydrogen</td>
</tr>
<tr>
<td>Geothermal</td>
<td>Alternative fuel production</td>
<td></td>
<td>Solar thermal energy</td>
</tr>
<tr>
<td>Ocean</td>
<td></td>
<td></td>
<td>Geothermal energy</td>
</tr>
</tbody>
</table>

Energy flows CO$_2$ emissions | New capacity additions | Electricity prices | Overall costs of supply side

Notes: CO$_2$ = carbon dioxide; LNG = liquefied natural gas; co-generation refers to the combined production of heat and power. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**  
*ETP-TIMES determines the least-cost strategy in terms of supply-side technologies and fuels to cover the final energy demand vector from the end-use sector models.*

Technologies are described by their technical and economic parameters, such as conversion efficiencies or specific investment costs. Learning curves are used for new technologies to link future cost developments with cumulative capacity deployment.

The ETP-TIMES model also takes into account additional constraints in the energy system (such as fossil fuel resource constraints or emissions reduction goals) and provides detailed
information on future energy flows and their related emissions impacts, required technology
additions and the overall cost of the supply-side sector.

To capture the impact of variations in electricity and heat demand, as well as in the generation
from some renewable technologies on investment decisions, a year is divided into four seasons,
with each season being represented by a typical day, which again is divided into eight daily
load segments of three hours’ duration.

For a more detailed analysis of the operational aspects in the electricity sector, the long-term
ETP-TIMES model has been supplemented with a linear dispatch model. This model uses
the outputs of the ETP-TIMES model for the 2050 electricity capacity mix for a specific model
region and analyses an entire year with one-hour time resolution using datasets for wind
production, solar photovoltaic production, and hourly electricity demand for a year. Given the
hourly demand curve and a set of technology-specific operational constraints, the model deter-
mines the optimal hourly generation profile. To increase the flexibility of the electricity system,
the linear dispatch model can invest in electricity storage or additional flexible generation
technologies (gas turbines). Demand response by modifying the charging profile of electric
vehicles (EV) is a further option depicted in the model in order to provide flexibility to the
electricity system.

This linear dispatch model represents storage in terms of three steps: charge, store, discharge.
The major operational constraints included in the model are capacity states, minimum generation
levels and time, ramp-up and -down, minimum downtime hours, annualised plant availability,
cost considerations associated with start-up and partial-load efficiency penalties, and maximum
storage reservoir capacity in terms of energy (megawatt hours [MWh]).

Model limitations include challenges due to a lack of comprehensive data with respect to
storage volume (MWh) for some countries and regions. Electricity networks are not explicitly
modelled, which precludes the study of the impacts of spatially dependent factors such as the
aggregation of variable renewable outputs with better interconnection. Further, it is assumed
that future demand curves will have the same shape as current curves. A bottom-up approach
starting from individual energy service demand curves by end-use technology would be useful
in refining this assumption, but is a very data-intensive undertaking that faces the challenge
of a lack of comprehensive data.

The modelling of electricity trade flows in the five Nordic countries and to the rest of Europe
within the ETP-TIMES model is linked to the Balmorel model, which projects electricity trade
flows and transmissions capacity in the Nordic region. Data on transmission capacity from the
Balmorel model were used as upper bounds in the ETP-TIMES modelling of power infrastructure
in the Nordic region.

Industry sector model

Industry is modelled using TIMES-based linear optimisation models for three energy-intensive
sectors (iron and steel, cement and aluminium), and technology-rich stock accounting simulation
models1 that cover the remaining two energy-intensive sectors (chemicals and petrochemicals,
and pulp and paper). The five sub models characterise the energy performance of process
technologies from each of the energy-intensive sub-sectors, including 59 countries and regions.
The five Nordic countries are each modelled individually within the global model. Typically, raw
materials production is not included within the boundaries of the model, with the exception of
the iron and steel sector, in which energy use for coke ovens and blast furnaces is covered.
Due to the complexity of the chemicals and petrochemicals sector, the model focuses on five

1 The ETP Industry model is currently in a transition phase as it is being migrated to the TIMES modelling platform.
products that represent about 47% of the energy use of the sector: ethylene, propylene, BTX\(^2\), ammonia and methanol.

Demand for materials is estimated based on country- or regional-level data for gross domestic product (GDP), disposable income, short-term industry capacity, current materials consumption, regional demand saturation levels derived from historical demand intensity curves, and resource endowments (Figure A.3). Total production is simulated by factors such as process, age structure (vintage) of plants and stock turnover rates. Overall production levels are similar across scenarios, but means of production differ considerably. For example, the same level of crude steel production is expected in both the 6°C Scenario (6DS) and the 2DS, but the 2DS reflects a much higher use of scrap (which is less energy-intensive than production from conventional raw materials).

**Figure A.3** Structure of ETP-Industry model

Base on socio-economic assumptions and statistical information, the industry model projects material demands, which are then used to determine the final energy consumption and direct CO\(_2\) emissions of the sector, depending on the energy performance of process technologies and technology choice within each of the available production routes.

---

2 BTX includes benzene, toluene and xylene.
Each industry sub-model is designed to account for sector-specific production routes for which relevant process technologies are modelled. Industrial energy use and technology portfolios for each country or region are characterised in the base year based on relevant energy use and material production statistics for each energy-intensive industrial sub-sector. Changes in the technology and fuel mix as well as efficiency improvements are driven by exogenous assumptions on penetration and energy performance of best available technologies (BATs), constraints on the availability of raw materials, techno-economic characteristics of the available technologies and process routes, and assumed progress on demonstrating innovative technologies at commercial scale. Thus, the results are sensitive to assumptions on how quickly physical capital is turned over, relative costs of the various options, and incentives for the use of BATs for new capacity.

For NETP 2016, model inputs for the Nordic countries, such as production levels, country-specific technology characterisation and performance data, and technical potential for future energy performance improvement and progress in innovative technology demonstration in the Nordic region, were discussed with Nordic industry sector experts to provide an additional in-depth review of publicly available data sources for these five countries.

The industry model allows analysis of different technology and fuel switching pathways in the sector to meet projected material demands within a given related CO₂ emissions envelope in the modelling horizon.

### Modelling of the transport sector in the Mobility Model (MoMo)

#### Overview

The mobility model (MoMo) is a technical-economic database spreadsheet and simulation model that enables detailed projections of transport activity, vehicle activity, energy demand, and well-to-wheels GHG and pollutant emissions according to user-defined policy scenarios to 2050. MoMo comprises:

- 27 countries and regions (with the five Nordic countries included in two of these regions, "EU-Nordic" and "Non-EU Nordic"), which are aggregated into 4 OECD regional clusters and 11 groups of non-OECD economies
- historic data from 1975 to 2013 (or 1990 to 2013 for certain countries)
- simulation model in five-year time steps, for building scenarios to 2050 based on "what if" analysis and back casting
- disaggregated urban versus non-urban vehicle stock, activity, energy use and emissions all major motorised transport modes (road, rail, shipping and air), providing passenger and freight services
- wide range of powertrain technologies (internal combustion engines, including gasoline, diesel, and compressed and liquefied natural gas, as well as hybrid electric, and electric vehicles [including plug-in hybrid electrics – PHEVs, and battery-electric vehicles – BEVs], and fuel-cell electric vehicle [FCEV] powertrains)
- associated fuel supply options (petroleum gasoline and diesel, biofuels [ethanol and biodiesel via various production pathways] and synthetic fuel alternatives to liquid fuels [coal-to-liquid – CTL and gas-to-liquid – GTL], gaseous fuels including natural gas [compressed natural gas – CNG and liquefied petroleum gas – LPG] and hydrogen via various production pathways, and electricity [with emissions according to the average national generation mix as modelled by the ETP TIMES model in the relevant scenario]).

---

3 Results for each of the Nordic countries take into account the values obtained for the Nordic MoMo regions and additional country-level information.
MoMo further enables estimation of scenario-based costs of vehicles, fuels and transport infrastructure, as well as the primary material inputs required for the construction of vehicles, related energy needs and resultant GHG emissions.

To ease the manipulation and implementation of the modelling process, MoMo is split into modules that can be updated and elaborated upon independently. Figure A.4 shows how the modules interface with one another. By integrating assumptions on technology availability and cost in the future, the model reveals, for example, how costs could drop if technologies were deployed at a commercial scale and allows fairly detailed bottom-up “what-if” modelling, especially for passenger light-duty vehicles and trucks (Fulton et al. 2009).

**Figure A.4** MoMo structure

Note: LDV = light-duty vehicle.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Key point**

MoMo covers all transport modes and includes modules on local air pollutants and on the costs of fuels, vehicles and infrastructure as well as analysis on the material needs for new vehicles.

**Data sources**

The MoMo modelling framework relies upon compiling and combining detailed data from various sources on vehicles in each of the countries/regions to estimate aggregate energy consumption, emissions and other energy-relevant metrics at the country/regional level.

Historic data series have been collected by MoMo modellers from a wide variety of public and proprietary data sources for more than a decade. National data are gathered primarily from the following organizations: (1) national and international public institutions (e.g. the World Bank, the Asian Development Bank and Eurostat); (2) national government ministries (e.g. departments
of energy and/or transport, and statistical bureaus); (3) federations, associations, and non-
governmental organizations (e.g. JAMA, KAMA and Naamsa); (4) public research institutions
(e.g. peer-reviewed papers and reports from universities and national laboratories); (5) private
research institutions (e.g. ICCT); and (6) private business and consultancies (e.g. POLK, Segment Y,
and other major automotive market research and analysis organisations, in addition to major
energy companies and automobile manufacturers themselves). Full details on data sources on
a national or regional basis are documented in the regional data files of MoMo.

Calibration of historical data with energy balances
The framework of estimating average and aggregate energy consumption for a given vehicle
class $i$ can be neatly summarised by the ASIF identity (Schipper, 2000):

$$F = \sum_i F_i = A \sum_i \left( \frac{A_i}{A} \right) \left( \frac{F_i}{A_i} \right) = A \sum_i S_i I_i = F$$

where: $F =$ total fuel use [MJ/year]; $A =$ vehicle activity [vkm/year]; $I =$ energy intensity [MJ/vkm];
$S =$ structure (shares of vehicle activity) [%]; and $i$ is an index of vehicle modes and classes –
MoMo models vehicles belonging to several modes. Vehicle activity can also be expressed as
the product of vehicle stock [vehicles] and mileage [km/year]. The energy used by each mode
and vehicle class in a given year [MJ/year] can, therefore, be calculated as the product of three
main variables: vehicle stock ($S$) [vehicles], mileage ($M$) [km/year] and fuel economy ($FE$) [MJ/vkm].

To ensure a consistent modelling approach is adopted across the modes, energy use is estimated
based on stocks (via scrappage functions), utilisation (travel per vehicle), consumption (energy
use per vehicle, i.e. fuel economy) and emissions (via fuel emission factors for $CO_2$ and pollutants
on a vehicle and well-to-wheel basis) for all modes. Final energy consumption, as estimated by
the “bottom-up” approach described above, is then validated against and calibrated as necessary
to the IEA energy balances (IEA, 2015a).

Vehicle platform, components and technology costs
Detailed cost modelling for passenger light-duty vehicles (PLDVs) accounts for initial (base year)
costs, asymptotic (i.e. fully learned-out) costs and an experience parameter that defines the
shape of cost reductions. These three parameters define learning functions that are based on
the number of cumulative units produced worldwide. Cost functions define various vehicle
configurations, including vehicle component efficiency upgrades (e.g. improved tyres, A/C controls,
etc.), material substitution and vehicle downsizing, conventional spark- and compression ignition
engine improvements, conventional and plug-in hybrid powertrain configurations, batteries,
electric motors and fuel cells. These configurations are added to a basic glider cost. The ratios
differences in vehicle technologies deployed in PLDVs are extrapolated to other road vehicle
types (i.e. two- and three-wheelers and freight trucks).

The primary drivers of technological change in transport are assumptions on the cost evolution
of the technology, and the policy framework incentivising adoption of the technology. Oil prices
and the set of policies assumed can significantly alter technology penetration patterns. For each
scenario, the model supports a comparison of marginal costs of technologies and aggregates
to total cost across all modes and regions.

Infrastructure and fuel costs
MoMo estimates future (2010-2050) infrastructure costs according to scenario-based pro-
jections on modal activity and fuel use. Infrastructure cost estimates include capital costs,
opérations and maintenance, and reconstruction costs—split by geography according to the
location of the investments into urban and non-urban regions. Fuel costs are also estimated
based on scenario-specific projections of urban and non-urban consumption, and include all
fuel types (fossil-derived fuels, biofuels, electricity and hydrogen).
Elasticities
Key elasticities have been included in MoMo from 2012. Price and income elasticities of fuel demand, for light-duty road (passenger) activity as well as road freight, based upon representative “consensus” literature values, are used to model vehicle activity and fuel consumption responses to changes in fuel prices – which are themselves driven by projections and policy scenarios (i.e. GHG or fuel taxes). Elasticities also enable vehicle ownership to vary according to fuel prices and income, as proxied by GDP per capita.

The 2015-2016 updates for NETP 2016 include an expanded treatment of the above elasticities to encompass the urban / non-urban split, and to include the potential for municipal level policies to reduce transport energy use.4

Buildings sector model
The buildings sector is modelled using a global simulation stock accounting model, split into the residential and services subsectors for the countries in the Nordic region(Figure A.5). The residential subsector includes all energy-using activities in apartments and houses, including space and water heating, cooling, lighting and the use of appliances and other electronic plug-loads. The services subsector includes activities related to trade, finance, real estate, public administration, health, food and lodging, education and other commercial services. This subsector is also commonly referred to as the commercial and public service sector. It covers energy used for space and water heating, cooling and ventilation, lighting and a number of other miscellaneous energy-consuming equipment such as commercial appliances, office equipment, cooking devices and medical equipment.

For both subsectors, the model uses socio-economic drivers, such as income (approximated by GDP) and population, to project the major building energy demand drivers, including residential and service floor space, number of households and residential appliance ownership. As far as possible, country statistics are used for historical floor area and appliance ownership rates. Building floor area is then differentiated by vintage, where approximations based on other indicators (e.g. historical population) are used to estimate the vintage distributions if no statistical data are available for a country.

Differentiated stock accounting is used to estimate historical useful energy intensity across the various building end-uses with respect to assumed technology shares and efficiencies. Whenever possible, historical data on country technology shares and efficiencies are applied. These useful energy intensities (e.g. demand for space heating per unit of floor area in terms of final delivered [i.e. useful] energy service) are then applied across the building end-uses with the projections for floor area, households and appliance ownership. The model takes into account the vintage of the building stock as well as the ageing or refurbishment of the buildings through corresponding degradation and improvement rates for the useful energy intensities.

For each of these derived useful energy demands, a suite of technology and fuel options are represented in the model, reflecting their current techno-economic characteristics (e.g. efficiencies) as well as their future improvement potential. Depending on the current technology stock as well as assumptions on the penetration and market shares of new technologies, the buildings sector model allows exploration of strategies that cover the different useful energy demands and the quantifying of the resulting developments for final energy consumption and related CO₂ emissions.

---

4 Further details on the newly added national and municipal policies, the elasticities that are used to model transport activity, stock, and mode share responses to these policies, and the demand generation module can be found at www.iea.org/etp/etp2016/annexes.
Figure A.5  Structure of the buildings sector model

Key point  Starting from socio-economic assumptions, the buildings sector model determines demand drivers and the related useful energy demands, which are then applied across the building end-uses and technology choices to calculate final energy consumption across the 33 model regions.

Framework assumptions

Economic activity (Table A.1) and population (Table A.2) are the two fundamental drivers of demand for energy services in NETP scenarios. These are kept constant across all scenarios as a means of providing a starting point for the analysis, and facilitating the interpretation of the results. Under the ETP assumptions, global GDP will more than triple between 2013 and 2050; uncertainty around GDP growth across the scenarios is significant, however. The climate change rate, and even in the 4°C Scenario (4DS), is likely to have profound negative impacts on the potential for economic growth. These impacts are not captured by ETP analysis. Moreover, the structure of the economy is likely to have non-marginal differences across scenarios, suggesting that GDP growth is unlikely to be identical even without considering secondary climate impacts. The redistribution of financial, human and physical capital will affect the growth potential both globally and on a regional scale.
Table A.1  | Real GDP growth projections in NETP 2016 (assumed identical across scenarios)

<table>
<thead>
<tr>
<th>CAAGR (%)</th>
<th>2013-20</th>
<th>2020-30</th>
<th>2030-50</th>
<th>2013-50</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>3.7</td>
<td>3.8</td>
<td>2.8</td>
<td>3.2</td>
</tr>
<tr>
<td>OECD</td>
<td>2.2</td>
<td>2.0</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>Non-OECD</td>
<td>4.9</td>
<td>4.9</td>
<td>3.3</td>
<td>4.1</td>
</tr>
<tr>
<td>European Union</td>
<td>1.9</td>
<td>1.8</td>
<td>1.5</td>
<td>1.6</td>
</tr>
<tr>
<td>Denmark</td>
<td>1.9</td>
<td>2.09</td>
<td>1.57</td>
<td>1.78</td>
</tr>
<tr>
<td>Finland</td>
<td>1.26</td>
<td>2.09</td>
<td>1.57</td>
<td>1.65</td>
</tr>
<tr>
<td>Iceland</td>
<td>2.74</td>
<td>2.73</td>
<td>2.01</td>
<td>2.34</td>
</tr>
<tr>
<td>Norway</td>
<td>1.79</td>
<td>2.73</td>
<td>2.01</td>
<td>2.16</td>
</tr>
<tr>
<td>Sweden</td>
<td>2.53</td>
<td>2.09</td>
<td>1.57</td>
<td>1.89</td>
</tr>
<tr>
<td>Nordic 5</td>
<td>1.99</td>
<td>2.27</td>
<td>1.7</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Notes: CAAGR = compounded average annual growth rate. Growth rates based on GDP in USD in purchase power parity (PPP) constant 2014 terms.

Table A.2  | Population projections used in NETP 2016

<table>
<thead>
<tr>
<th>Country/Region</th>
<th>2013</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>7 102</td>
<td>7 652</td>
<td>8 354</td>
<td>8 962</td>
<td>9 468</td>
</tr>
<tr>
<td>OECD</td>
<td>1 265</td>
<td>1 312</td>
<td>1 367</td>
<td>1 403</td>
<td>1 425</td>
</tr>
<tr>
<td>Non-OECD</td>
<td>5 837</td>
<td>6 340</td>
<td>6 987</td>
<td>7 559</td>
<td>8 043</td>
</tr>
<tr>
<td>European Union</td>
<td>524</td>
<td>532</td>
<td>538</td>
<td>538</td>
<td>536</td>
</tr>
<tr>
<td>Denmark</td>
<td>5.6</td>
<td>5.8</td>
<td>6</td>
<td>6.2</td>
<td>6.4</td>
</tr>
<tr>
<td>Finland</td>
<td>5.4</td>
<td>5.6</td>
<td>5.7</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Iceland</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>Norway</td>
<td>5</td>
<td>5.4</td>
<td>5.8</td>
<td>6.2</td>
<td>6.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>9.6</td>
<td>10</td>
<td>10.7</td>
<td>11.3</td>
<td>11.9</td>
</tr>
<tr>
<td>Nordic 5</td>
<td>26</td>
<td>27</td>
<td>29</td>
<td>30</td>
<td>31</td>
</tr>
</tbody>
</table>

Note: numbers in millions.

Energy prices, including those of fossil fuels, are a central variable in the ETP analysis (Table A.3). The continuous increase in global energy demand is translated into higher prices of energy and fuels. Unless current demand trends are broken, rising prices are a likely consequence. However, the technologies and policies to reduce CO₂ emissions in the NETP 2016 scenarios will have a considerable impact on energy demand, particularly for fossil fuels. Lower global demand for oil in the 4DS and the 2DS means there is less need to produce oil from costly fields higher up the supply curve, particularly in non-members of the Organization of the Petroleum Exporting Countries (OPEC). As a result, oil prices in the 4DS and 2DS (and thus in the CNS, which uses the same framework assumptions as the global 2DS unless specifically noted) are lower than in the 6DS. In the 2DS, oil prices even slightly decline after 2030.
Prices for natural gas will also be affected, directly through downward pressure on demand, and indirectly through the link to oil prices that often exists in long-term gas supply contracts. Finally, coal prices are also substantially lower owing to the large shift away from coal in the 2DS.

**Table A.3**

<table>
<thead>
<tr>
<th>Fuel prices by scenario</th>
<th>Scenario</th>
<th>2014</th>
<th>2020</th>
<th>2025</th>
<th>2030</th>
<th>2035</th>
<th>2040</th>
<th>2045</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil (2014 USD/bbl)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IEA crude oil import price</td>
<td>2DS</td>
<td>97</td>
<td>77</td>
<td>87</td>
<td>97</td>
<td>96</td>
<td>95</td>
<td>94</td>
<td>93</td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>97</td>
<td>80</td>
<td>97</td>
<td>113</td>
<td>121</td>
<td>128</td>
<td>133</td>
<td>137</td>
</tr>
<tr>
<td></td>
<td>6DS</td>
<td>97</td>
<td>83</td>
<td>107</td>
<td>130</td>
<td>140</td>
<td>150</td>
<td>158</td>
<td>164</td>
</tr>
<tr>
<td>Coal (2014 USD/t)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OECD steam coal import price</td>
<td>2DS</td>
<td>78</td>
<td>80</td>
<td>80</td>
<td>79</td>
<td>78</td>
<td>77</td>
<td>76</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>78</td>
<td>94</td>
<td>98</td>
<td>102</td>
<td>105</td>
<td>108</td>
<td>111</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>6DS</td>
<td>78</td>
<td>99</td>
<td>107</td>
<td>115</td>
<td>119</td>
<td>123</td>
<td>127</td>
<td>131</td>
</tr>
<tr>
<td>Gas (2014 USD/MBtu)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>US price</td>
<td>2DS</td>
<td>4.4</td>
<td>4.5</td>
<td>5.1</td>
<td>5.7</td>
<td>5.8</td>
<td>5.9</td>
<td>5.9</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>4.4</td>
<td>4.7</td>
<td>5.5</td>
<td>6.2</td>
<td>6.9</td>
<td>7.5</td>
<td>7.8</td>
<td>8.0</td>
</tr>
<tr>
<td></td>
<td>6DS</td>
<td>4.4</td>
<td>4.7</td>
<td>5.5</td>
<td>6.3</td>
<td>7.1</td>
<td>7.8</td>
<td>8.2</td>
<td>8.5</td>
</tr>
<tr>
<td>Europe import price</td>
<td>2DS</td>
<td>9.3</td>
<td>7.5</td>
<td>8.5</td>
<td>9.4</td>
<td>9.2</td>
<td>8.9</td>
<td>8.8</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>9.3</td>
<td>7.8</td>
<td>9.5</td>
<td>11.2</td>
<td>11.8</td>
<td>12.4</td>
<td>12.9</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>6DS</td>
<td>9.3</td>
<td>8.1</td>
<td>10.3</td>
<td>12.5</td>
<td>13.2</td>
<td>13.8</td>
<td>14.5</td>
<td>15.1</td>
</tr>
<tr>
<td>Japan import price</td>
<td>2DS</td>
<td>16.2</td>
<td>10.7</td>
<td>11.3</td>
<td>11.8</td>
<td>11.5</td>
<td>11.1</td>
<td>11.0</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>16.2</td>
<td>11.0</td>
<td>12.0</td>
<td>13.0</td>
<td>13.6</td>
<td>14.1</td>
<td>14.7</td>
<td>15.1</td>
</tr>
<tr>
<td></td>
<td>6DS</td>
<td>16.2</td>
<td>11.4</td>
<td>13.2</td>
<td>14.9</td>
<td>15.5</td>
<td>16.0</td>
<td>16.9</td>
<td>17.5</td>
</tr>
<tr>
<td>Liquid biofuels (2014 USD/GJ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nordic import price</td>
<td>2DS</td>
<td>26-30</td>
<td>26-30</td>
<td>27-32</td>
<td>27-31</td>
<td>28-31</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4DS</td>
<td>26-30</td>
<td>26-30</td>
<td>26-31</td>
<td>27-32</td>
<td>30-34</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: bbl = barrel; t = tonne; MBtu = million British thermal units.

**Table A.4**

| Marginal abatement costs in the electricity sector in the 4DS and CNS |
|-----------------------------|---------------------|---------------------|---------------------|---------------------|
|                             | 2020 | 2030 | 2040 | 2050 |
| 4DS                         | 20   | 30   | 40   | 50   |
| CNS                         | 25   | 100  | 140  | 180  |

Note: t CO₂ = tonne of CO₂. A global carbon constraint is imposed in both scenarios (4DS, CNS) on the global supply side system, which then results in the given marginal abatement costs given in the table. Imposing carbon taxes at these levels over time as scenario input would be an alternative, equivalent approach to model these scenarios, providing as output then the trajectories of the remaining emissions, at a similar level to the constraints in the first approach.

---

5 This link is assumed to become weaker over time in the ETP analysis, as the price indexation business model is gradually phased out in international markets.
<table>
<thead>
<tr>
<th>Technology</th>
<th>Specific investment costs (2014 USD/kW)</th>
<th>Fixed operating and maintenance costs (2014 USD per kW/yr)</th>
<th>Gross efficiency (lower heating value) %</th>
<th>Technical lifetime (years)</th>
<th>Construction time (years)</th>
<th>Capacity factor (%)</th>
<th>LCOE (2014 USD/MWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>USC</td>
<td>2 600 2 600 2 600</td>
<td>78 78 78</td>
<td>47 50 52</td>
<td>40</td>
<td>4</td>
<td>85 85 85</td>
<td>67 134 176</td>
</tr>
<tr>
<td>USC + oxy-fuel</td>
<td>n.a. 3 900 2 300</td>
<td>n.a. 117 100</td>
<td>n.a. 38 44</td>
<td>40</td>
<td>4</td>
<td>n.a. 85 85</td>
<td>n.a. 108 86</td>
</tr>
<tr>
<td>Gas turbine</td>
<td>800 800 800</td>
<td>32 32 32</td>
<td>38 40 42</td>
<td>30</td>
<td>1</td>
<td>15 15 15</td>
<td>166 213 236</td>
</tr>
<tr>
<td>NGCC</td>
<td>1 100 1 100 1 100</td>
<td>27 27 27</td>
<td>57 61 63</td>
<td>30</td>
<td>2</td>
<td>60 60 60</td>
<td>82 112 128</td>
</tr>
<tr>
<td>NGCC + postcomb.</td>
<td>n.a. 1 750 1 650</td>
<td>n.a. 48 45</td>
<td>n.a. 54 56</td>
<td>30</td>
<td>3</td>
<td>n.a. 85 85</td>
<td>n.a. 96 91</td>
</tr>
<tr>
<td>Wind, onshore</td>
<td>1 778-2 000</td>
<td>27-30 21-23 20-22</td>
<td>100 100 100</td>
<td>25</td>
<td>2</td>
<td>25-32 27-34 29-34</td>
<td>76-110 79 79</td>
</tr>
<tr>
<td>Wind, offshore</td>
<td>3 783-4 500</td>
<td>152-217 90-107 81-97</td>
<td>100 100 100</td>
<td>25</td>
<td>3</td>
<td>38-40 39-40 40-42</td>
<td>148-195 134 114</td>
</tr>
<tr>
<td>PV, utility scale</td>
<td>1 740-2 000</td>
<td>17-20 9-11 7-8</td>
<td>100 100 100</td>
<td>25</td>
<td>1</td>
<td>10 11 11</td>
<td>221-254 105 98</td>
</tr>
<tr>
<td>PV, rooftop</td>
<td>1 873-3 212</td>
<td>19-32 13-22 10-18</td>
<td>100 100 100</td>
<td>25</td>
<td>0</td>
<td>9 10 10</td>
<td>246-422 153 122</td>
</tr>
<tr>
<td>Biomass, CHP (50 MW)</td>
<td>4 000 4 000 4 000</td>
<td>120 120 120</td>
<td>30 (85) 32 (91) 32 (91)</td>
<td>35</td>
<td>2</td>
<td>60 60 60</td>
<td>95 124 158</td>
</tr>
<tr>
<td>Biomass, CHP (10 MW)</td>
<td>5 500 5 500 5 500</td>
<td>165 165 165</td>
<td>28 (83) 30 (89) 30 (89)</td>
<td>35</td>
<td>2</td>
<td>60 60 60</td>
<td>131 162 198</td>
</tr>
<tr>
<td>Hydro, large (500 MW)</td>
<td>2 500 2 500 2 500</td>
<td>100 100 100</td>
<td>80</td>
<td>4</td>
<td>45-78 45-78 45-78</td>
<td>43-43 43-43 43-43</td>
<td></td>
</tr>
<tr>
<td>Hydro, small (10 MW)</td>
<td>4 000 4 000 4 000</td>
<td>100 100 100</td>
<td>80</td>
<td>3</td>
<td>45-78 45-78 45-78</td>
<td>66-74 66-74 66-74</td>
<td></td>
</tr>
<tr>
<td>Nuclear, LWR</td>
<td>5 500 5 000 4 850</td>
<td>165 150 146</td>
<td>36 37 37</td>
<td>60</td>
<td>5</td>
<td>90 90 90</td>
<td>99 88 88</td>
</tr>
</tbody>
</table>

Note: LCOE are based on fuel and CO₂ prices of the 2DS (see table A.3 and table A.4) and a discount rate of 8%. Investment costs include owner’s cost, but do not include interest during construction. The capacity factors for are only indicative, ranges are provided for some of the renewable technologies. When LCOE ranges are provided, these reflect the worst and best case based on the given ranges for investment costs, fixed operating and maintenance costs and capacity factors. For biomass CHP plants, first efficiency numbers refer to the electric efficiency, whereas the number in brackets represents the overall efficiency. LCOE of biomass CHP plants are based on solid biofuel prices increasing from USD 6.9 to 12.9/GJfuel and a constant heat credit of USD 45/MWheat.
TIMES-VTT

The TIMES-Helsinki-Metro model has been implemented in a fully integrated way into the global TIMES-VTT model. In its primary structure, the model is based on the original Finnish sub-model within the global model, and has been split into two closely inter-connected regions, Helsinki Metropolitan Region and Rest of Finland. The integrated model can be applied for the analysis of various energy and climate policies on the global, regional and Nordic levels and of their impacts specifically on the Helsinki Metropolitan Region. Currently, the model has only a limited sub-annual time resolution (up to 20 time slices per year for the Nordic regions), but it is fully flexible in terms of the model horizon to be analysed, which can be extended to 2100. The base year of the model is 2010. The functional structure of the model is illustrated in Figure B.1 below, with the Helsinki Metropolitan Region brought into focus.

Figure B.1 Overview of the functional structure of the TIMES-Helsinki-Metro model

Notes: CCS = carbon capture and storage; RE = renewable energy; CHP = co-generation of heat and power.

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
The Urban analysis requires assumptions on same variables than the global TIMES models. The most important assumptions are development of GDP, population, transport demands, industry production and building floor areas. Other main inputs include energy resource potentials (quantities, marginal costs of extraction), energy and emissions reduction technology development (investment costs, lifetimes, running costs, efficiencies, availability factors, emissions factors) and energy and environmental/climate policy (e.g. taxes and emission targets).

As a partial equilibrium model, TIMES-VTT maintains equilibrium between the supply and demand of all commodities and determines their prices. The projections for the final demands of commodities are exogenous only in the Reference scenario (Helsinki 4DS), while in policy scenarios the demands are elastic to their own prices, according to price elasticities derived from the literature. In the policy scenarios, the demands of all commodities are thus affected by their prices, and vice versa.

The model database can be divided into qualitative and quantitative data. The qualitative data includes, for example, the specification of regions, time-periods and commodities considered in the model, as well as the existing and new technologies that are assumed to be available in each of the model regions. Commodities to be considered in the model may include any energy carriers, material and immaterial commodities, wastes and emissions.

The main model outputs for urban analysis are:

- Flows of energy and emissions, per energy source/emissions type, region and time step
- Investment, capacity and activity of energy and emissions reduction technologies
- Marginal values of different energy sources /emission types (as shadow prices from the optimisation).
TIMES-Oslo

The TIMES-Oslo model is used to analyse the impact of various climate and energy measures on the local energy system in the city of Oslo. This model is developed for Oslo area and all methodologies presented below are used for the urban analysis of Oslo region. The model has a high time resolution (260 time slices per year) and a model horizon from 2010 to 2050. The base year of the model is 2010, whereas all costs, prices, etc. in the model are given in NOK2005. The Oslo model is based on, and is part of, the TIMES-Norway model, and the structure of the TIMES-Oslo model is illustrated in Figure B.2.

Figure B.2 | Principal drawing of TIMES-Oslo model

Note: CHP = co-generation of heat and power.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Energy service demand in each sub-sector is exogenous input to TIMES-Oslo, and is based on projections of change in population, value added, floor area etc. The use of final energy will change between the scenarios, due to substitution effects (between different energy carriers), and due to investment in more efficient technologies, such as heat pumps or electric vehicles.
The main model outputs are:

- Flows of energy and CO₂-emissions, per energy source/emissions type and time step
- Investment, capacity and activity of different technologies
- Marginal values of different energy sources/emission types

The TIMES-Oslo model has been used to analyse a reference scenario (Oslo 4DS), different energy-saving and emissions-reduction measures, and to analyse the CNS.

The single measures analysed with TIMES-Oslo are described as follows:

**Transport**

- Limit the use of private cars (limited parking and increased taxes)
- Improved infrastructure for public transport
- Establishment of new infrastructure for renewable transport fuels
- Supporting actions to increase use of renewable transport fuels
- Introduction of a procurement scheme for renewable transport services
- Freight transport from road to rail and ship.

**T1:** "Limit the use of private cars by restrictions on the use of the road network, limiting parking and increased taxes." This is analysed by keeping the demand for vehicle kilometres for private cars constant from 2014 to 2050. Compared to the reference scenario, 90% of the increased demand for private cars is assumed to be covered by public transport. The remaining 10% is covered by the use of bicycles.

**T2:** "Improved infrastructure for public transport." It is assumed that local and national authorities, as well as private companies, contribute to increased use of public transport in the city of Oslo. This is analysed by assuming that the vehicle kilometre demand for private cars is kept constant from 2014 to 2020, before declining by 5% per year until 2050. This decline is compensated by an increased demand for public transport.

**T3:** "Establishment of new infrastructure for renewable transport fuels." The energy service demand for all sectors is identical to the reference scenario. However, it is assumed that hydrogen refuelling stations will be fully subsidised (if built), and that all short-distance car travel can be covered by EVs. This scenario does not cover measures related to public transport.

**T4:** "Support schemes for implementation of renewable transport fuels." This is analysed by assuming a certain percentage of zero-emission vehicles (20% in 2030 and 50% in 2050) for both short and long-distance car travel. From 2030 conventional internal combustion engine cars based on gasoline or diesel are prohibited. However, hybrid and plug-in hybrid vehicles are still allowed.

**T5:** "Introduction of a procurement scheme for renewable transport services." All transport services in conjunction with the city of Oslo must be 100% renewable. For cars, the measure is valid from 2015, whereas for construction machines, public transport and taxis, the measure is applied from 2023.

**T6:** " Freight transport from road to rail and ship." Freight on road (trucks) is limited to the 2020 level. The growth in freight volumes from 2020 is in ship and on rail.
Buildings
- prohibition on use of fossil fuels for heating from 2020
- regulatory measure to ensure areas for new energy solutions
- support scheme for passive houses
- financial support for energy efficiency measures.

B1: “Prohibition on use of fossil fuels for heating.” The use of fossil fuels for heating purposes is not possible from 2020.

B2: “Regulatory measure to ensure areas for new energy solutions.” The potential to integrate energy production (PV) is included in houses and other buildings. The potential increases from 2020 to 2050.

B3: “Support scheme for passive houses.” This measure implies a new energy demand projection, where all newly built houses are passive houses from 2020.

B4: “Financial support for energy efficiency measures.” This analysis includes the possibility to invest in energy efficiency measures.

Energy sector
- local renewable energy production
- energy storage in buildings.

E1: “Local renewable energy production.” The implementation of PV is subsidised (subsidies on the investment cost, different levels of subsidy are tested).

E2: “Energy storage in buildings.” To analyse the impact of energy storage, the demand profile of buildings is evened out.
## Annex C (Chapter 3)
### Analytical Approach

### A. CNS-Balmorel assumptions and complementary data

#### Transmission system development tables

#### Table C.1: National connections within the Nordic region

<table>
<thead>
<tr>
<th>Project</th>
<th>From</th>
<th>To</th>
<th>Capacity (MW)</th>
<th>Year</th>
<th>Estimated cost (EUR million)</th>
<th>Estimated cost (EUR million/MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skagerrak IV</td>
<td>DK_W</td>
<td>NO_SW</td>
<td>700</td>
<td>2015</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3rd AC Finland-Sweden</td>
<td>SE_N1</td>
<td>FI_R</td>
<td>1 000</td>
<td>2025</td>
<td>64-120</td>
<td>0.06-0.12</td>
</tr>
<tr>
<td>Sydsvistakken</td>
<td>SE_M</td>
<td>SE_S</td>
<td>1 200</td>
<td>2016</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>RES/SoS Norway/Sweden phase 1</td>
<td>SE_M</td>
<td>NO_M</td>
<td>700</td>
<td>2019</td>
<td>560-930</td>
<td>0.37-0.62</td>
</tr>
<tr>
<td></td>
<td>NO_M</td>
<td>NO_MW</td>
<td>1 500</td>
<td>2020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Res in mid-Norway</td>
<td>NO_M</td>
<td>NO_N</td>
<td>1 200</td>
<td>2023</td>
<td>870-1 500</td>
<td>0.73-1.25</td>
</tr>
<tr>
<td></td>
<td>NO_MW</td>
<td>NO_SW</td>
<td>1 000</td>
<td>2020</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** MW = megawatt.

**Sources:** ENTSO-E (2014), TYNDP (Ten-Year Network Development Plan) 2014; Ea, DTU and DIW (2015), Increased Integration of the Nordic and German Electricity Systems – Modelling and Assessment of Economic and Climate Effects of Enhanced Electrical Interconnection and the Additional Deployment of Renewable Energies (Full Version).

#### Table C.2: International connections between the Nordic countries and surrounding countries

<table>
<thead>
<tr>
<th>Project</th>
<th>From</th>
<th>To</th>
<th>Capacity (MW)</th>
<th>Year</th>
<th>Estimated cost (EUR million)</th>
<th>Estimated cost (EUR million/MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NordLink Cable</td>
<td>NO_SW</td>
<td>DE_NW</td>
<td>1 400</td>
<td>2020</td>
<td>2 500</td>
<td>1.79</td>
</tr>
<tr>
<td>West Denmark to Germany</td>
<td>DK_W</td>
<td>DE_NW</td>
<td>860</td>
<td>2019</td>
<td>220-270</td>
<td>0.22-0.27</td>
</tr>
<tr>
<td></td>
<td>DE_NE</td>
<td>DK_W</td>
<td>1 000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kriegers Flak</td>
<td>DK_E</td>
<td>DK_KF</td>
<td>600</td>
<td>2019</td>
<td>300</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>DE_NE</td>
<td>DE_KF</td>
<td>400</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NordBalt Cable Phase 1</td>
<td>SE_S</td>
<td>LT_R</td>
<td>700</td>
<td>2015</td>
<td>690-1 200</td>
<td>0.99-1.71</td>
</tr>
<tr>
<td>Westcoast</td>
<td>DK_W</td>
<td>DE_NW</td>
<td>500</td>
<td>2022</td>
<td>170-210</td>
<td>0.34-0.42</td>
</tr>
<tr>
<td>Hansa PowerBridge</td>
<td>SE_S</td>
<td>DE_NE</td>
<td>700</td>
<td>2025</td>
<td>200-400</td>
<td>0.29-0.57</td>
</tr>
</tbody>
</table>

**Sources:** ENTSO-E (2014), TYNDP (Ten-Year Network Development Plan) 2014; Ea, DTU and DIW (2015), Increased Integration of the Nordic and German Electricity Systems – Modelling and Assessment of Economic and Climate Effects of Enhanced Electrical Interconnection and the Additional Deployment of Renewable Energies (Full Version).
## Table C.3  International connections between surrounding countries

<table>
<thead>
<tr>
<th>Project</th>
<th>From</th>
<th>To</th>
<th>Capacity (MW)</th>
<th>Year</th>
<th>Estimated cost (EUR million)</th>
<th>Estimated cost (EUR million/MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LitPol Link Stage 1</td>
<td>PL_R</td>
<td>LT_R</td>
<td>0</td>
<td>2015</td>
<td>510</td>
<td>1.02</td>
</tr>
<tr>
<td>Doetinchem-Niederrhein</td>
<td>NL_R</td>
<td>DE_CS</td>
<td>1 400</td>
<td>2016</td>
<td>190-220</td>
<td>0.07-0.08</td>
</tr>
<tr>
<td>ElexLink</td>
<td>GB_R</td>
<td>FR_R</td>
<td>1 000</td>
<td>2016</td>
<td>260-440</td>
<td>0.26-0.44</td>
</tr>
<tr>
<td>GerPol Improvements</td>
<td>PL_R</td>
<td>DE_ME</td>
<td>1 500</td>
<td>2017</td>
<td>150</td>
<td>0.1</td>
</tr>
<tr>
<td>Luxembourg-Belgium Interco</td>
<td>BE_R</td>
<td>LX_R</td>
<td>700</td>
<td>2017</td>
<td>150-170</td>
<td>0.21-0.24</td>
</tr>
<tr>
<td>Nemo</td>
<td>BE_R</td>
<td>GB_R</td>
<td>1 000</td>
<td>2018</td>
<td>600-700</td>
<td>0.86-1</td>
</tr>
<tr>
<td>Greenconnector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cobra Cable</td>
<td>DK_W</td>
<td>NL_R</td>
<td>700</td>
<td>2019</td>
<td>560-680</td>
<td>0.8-0.97</td>
</tr>
<tr>
<td>ALEGRO</td>
<td>BE_R</td>
<td>DE_CS</td>
<td>1 000</td>
<td>2019</td>
<td>450-570</td>
<td>0.45-0.57</td>
</tr>
<tr>
<td>France-France</td>
<td>FR_R</td>
<td>IT_R</td>
<td>1 200</td>
<td>2019</td>
<td>1 100-1 300</td>
<td>0.92-1.08</td>
</tr>
<tr>
<td>LitPol Link Stage 2</td>
<td>PL_R</td>
<td>LT_R</td>
<td>1 000</td>
<td>2020</td>
<td>310</td>
<td>0.31</td>
</tr>
<tr>
<td>Estonia-Latvia</td>
<td>EE_R</td>
<td>LV_R</td>
<td>500</td>
<td>2020</td>
<td>105-195</td>
<td>0.21-0.39</td>
</tr>
<tr>
<td>Norway-Great Britain</td>
<td>NO_SW</td>
<td>GB_R</td>
<td>1 000</td>
<td>2020</td>
<td>1 700</td>
<td>1.21</td>
</tr>
<tr>
<td>Austria-Germany</td>
<td>AT_R</td>
<td>DE_CS</td>
<td>2 900</td>
<td>2020</td>
<td>830-1 400</td>
<td>0.29-0.48</td>
</tr>
<tr>
<td>Belgian North Border</td>
<td>NL_R</td>
<td>BE_R</td>
<td>1 500</td>
<td>2020</td>
<td>350-450</td>
<td>0.23-0.3</td>
</tr>
<tr>
<td>IFA2</td>
<td>GB_R</td>
<td>FR_R</td>
<td>1 000</td>
<td>2020</td>
<td>830-880</td>
<td>0.8-0.97</td>
</tr>
<tr>
<td>Lake Geneva West</td>
<td>FR_R</td>
<td>CH_R</td>
<td>500</td>
<td>2020</td>
<td>8-12</td>
<td>0.02-0.02</td>
</tr>
<tr>
<td>France-Belgium</td>
<td>BE_R</td>
<td>FR_R</td>
<td>200</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GerPol Power Bridge</td>
<td>PL_R</td>
<td>DE_ME</td>
<td>800</td>
<td>2022</td>
<td>390-400</td>
<td>0.26-0.27</td>
</tr>
<tr>
<td>St. Peter-Pleinting</td>
<td>AT_R</td>
<td>DE_CS</td>
<td>1 500</td>
<td>2022</td>
<td>130-190</td>
<td>0.09-0.13</td>
</tr>
<tr>
<td>Area of Lake Constance</td>
<td>CH_R</td>
<td>DE_CS</td>
<td>1 400</td>
<td>2022</td>
<td>390-530</td>
<td>0.11-0.16</td>
</tr>
<tr>
<td>Norway-Great Britain</td>
<td>GB_R</td>
<td>FR_R</td>
<td>1 000</td>
<td>2022</td>
<td>470-1 100</td>
<td>0.36-0.85</td>
</tr>
<tr>
<td>Italy-Switzerland</td>
<td>IT_R</td>
<td>CH_R</td>
<td>950</td>
<td>2022</td>
<td>1 080</td>
<td>1.08</td>
</tr>
<tr>
<td>Italy-Austria</td>
<td>AT_R</td>
<td>CH_R</td>
<td>1 450</td>
<td>2023</td>
<td>780-1 180</td>
<td>0.54-0.81</td>
</tr>
<tr>
<td>Lake Geneva South</td>
<td>FR_R</td>
<td>CH_R</td>
<td>1 000</td>
<td>2025</td>
<td>110-140</td>
<td>0.07-0.09</td>
</tr>
<tr>
<td>Dutch Ring</td>
<td>NL_R</td>
<td>DE_NW</td>
<td>500</td>
<td>2025</td>
<td>1 800-3 100</td>
<td>3.6-6.2</td>
</tr>
</tbody>
</table>

Note: VikingLink omitted from table; expansion Italy-Austria omitted from table.
Sources: ENTSO-E (2014), TYNDP (Ten-Year Network Development Plan) 2014; Ea, DTU and DIW (2015), Increased Integration of the Nordic and German Electricity Systems – Modelling and Assessment of Economic and Climate Effects of Enhanced Electrical Interconnection and the Additional Deployment of Renewable Energies (Full Version).
### Table C.4 National connections within Germany

<table>
<thead>
<tr>
<th>Project</th>
<th>From</th>
<th>To</th>
<th>Capacity (MW)</th>
<th>Year</th>
<th>Estimated cost (EUR million)</th>
<th>Estimated cost (EUR million/MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTG-009</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2014</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>50HzT-001</td>
<td>DE_ME</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2015</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TTG-007</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2018</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P36</td>
<td>DE_ME</td>
<td>DE_ME</td>
<td>1 000 (AC)</td>
<td>2018</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P54</td>
<td>DE_NE</td>
<td>DE_ME</td>
<td>1 000 (AC)</td>
<td>2020</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P21</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P24</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>A01, C05</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>4 000</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C06mod</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>2 000</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>D18</td>
<td>DE_ME</td>
<td>DE_CS</td>
<td>2 000</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P33 - M24a</td>
<td>DE_ME</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2022</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C06WDL</td>
<td>DE_NW</td>
<td>DE_CS</td>
<td>2 000</td>
<td>2023</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P37</td>
<td>DE_ME</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2023</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>P33 - M24b</td>
<td>DE_ME</td>
<td>DE_CS</td>
<td>1 000 (AC)</td>
<td>2024</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Notes: AC = alternating current; AC capacities are not given by the source and are therefore generally assumed to be 1 000 MW.
* For the model runs, the struck-through lines (C06mod, C06WDL, P37 and P33-M24b) have been manually removed in order to account for potential delays due to unresolved political controversies.
Source: NEP (2014), Network Development Plan 2014 (Scenario B).

### Flexible demand shares used in CNS-Balmorel

Tables C.5 and C.6 outline the input values for the Balmorel model.

### Table C.5 Flexible demand shares for the Nordic countries (excluding Denmark)

<table>
<thead>
<tr>
<th>Sectors</th>
<th>2013</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
<th>Duration time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport</td>
<td>1%</td>
<td>5%</td>
<td>40%</td>
<td>50%</td>
<td>4hr</td>
</tr>
<tr>
<td>Industry*</td>
<td>1%</td>
<td>5%</td>
<td>20%</td>
<td>29%</td>
<td>1-2hr</td>
</tr>
<tr>
<td>Residential</td>
<td>1%</td>
<td>8%</td>
<td>15%</td>
<td>15%</td>
<td>1-2hr</td>
</tr>
<tr>
<td>Service</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>4hr</td>
</tr>
<tr>
<td>Agriculture</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>4hr</td>
</tr>
</tbody>
</table>

Notes: Table C.5 does not include Denmark because it was considered that the Danish flexibility potential differed to the rest of the Nordic countries; for instance, in Denmark there is little heavy industry while in Sweden there are an important number of electricity-intensive industries such as pulp and paper, metal, and chemical industries; hr = hour.
* The major contribution to flexibility comes from electricity-intensive industries, such as pulp and paper, metal, and chemical industries.
### Table C.6 Flexible demand shares for Denmark in CNS-B

<table>
<thead>
<tr>
<th>Sectors</th>
<th>2013</th>
<th>2020</th>
<th>2030</th>
<th>2050</th>
<th>Duration time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transport</td>
<td>1%</td>
<td>5%</td>
<td>40%</td>
<td>50%</td>
<td>4hr</td>
</tr>
<tr>
<td>Industry</td>
<td>1%</td>
<td>1%</td>
<td>2%</td>
<td>2%</td>
<td>1-2hr</td>
</tr>
<tr>
<td>Residential</td>
<td>1%</td>
<td>8%</td>
<td>15%</td>
<td>15%</td>
<td>1-2hr</td>
</tr>
<tr>
<td>Service</td>
<td>1%</td>
<td>8%</td>
<td>15%</td>
<td>15%</td>
<td>12hr</td>
</tr>
<tr>
<td>Agriculture</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>1%</td>
<td>4hr</td>
</tr>
</tbody>
</table>

Note: It is important to note that to estimate the flexible electricity demand shares in industry, 2013 industrial electricity demand was considered constant throughout the year.


### Table C.7 Electricity trade between the Nordic countries and to the rest of Europe in 2015 and 2050 in the CNS-B

<table>
<thead>
<tr>
<th>TWh</th>
<th>From</th>
<th>To</th>
<th>Export (forward)</th>
<th>Import (back)</th>
<th>Net export</th>
<th>Export (forward)</th>
<th>Import (back)</th>
<th>Net export</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Denmark</td>
<td>All partners</td>
<td>9,2</td>
<td>15,7</td>
<td>-6,6</td>
<td>34,7</td>
<td>30,6</td>
<td>4,1</td>
</tr>
<tr>
<td></td>
<td>Denmark</td>
<td>Other Nordic</td>
<td>4,4</td>
<td>13,2</td>
<td>-8,8</td>
<td>11,6</td>
<td>19,9</td>
<td>-8,3</td>
</tr>
<tr>
<td></td>
<td>Denmark</td>
<td>Non-Nordic</td>
<td>4,8</td>
<td>2,6</td>
<td>2,2</td>
<td>23,0</td>
<td>10,6</td>
<td>12,4</td>
</tr>
<tr>
<td></td>
<td>Finland</td>
<td>All partners</td>
<td>5,1</td>
<td>21,4</td>
<td>-16,3</td>
<td>14,8</td>
<td>34,7</td>
<td>-19,9</td>
</tr>
<tr>
<td></td>
<td>Finland</td>
<td>Other Nordic</td>
<td>0,1</td>
<td>17,5</td>
<td>-17,4</td>
<td>4,8</td>
<td>34,0</td>
<td>-29,2</td>
</tr>
<tr>
<td></td>
<td>Finland</td>
<td>Non-Nordic</td>
<td>5,0</td>
<td>4,0</td>
<td>1,1</td>
<td>10,0</td>
<td>0,7</td>
<td>9,3</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>All partners</td>
<td>21,8</td>
<td>7,2</td>
<td>14,7</td>
<td>88,6</td>
<td>18,4</td>
<td>70,2</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>Other Nordic</td>
<td>15,8</td>
<td>7,0</td>
<td>8,8</td>
<td>50,0</td>
<td>6,4</td>
<td>43,6</td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>Non-Nordic</td>
<td>6,0</td>
<td>0,1</td>
<td>5,9</td>
<td>38,7</td>
<td>12,0</td>
<td>26,7</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>All partners</td>
<td>34,7</td>
<td>12,1</td>
<td>22,6</td>
<td>41,5</td>
<td>43,1</td>
<td>-1,6</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Other Nordic</td>
<td>29,3</td>
<td>11,9</td>
<td>17,3</td>
<td>24,2</td>
<td>30,3</td>
<td>-6,1</td>
</tr>
<tr>
<td></td>
<td>Sweden</td>
<td>Non-Nordic</td>
<td>5,4</td>
<td>0,2</td>
<td>5,3</td>
<td>17,4</td>
<td>12,9</td>
<td>4,5</td>
</tr>
<tr>
<td></td>
<td>Nordic</td>
<td>Non-Nordic</td>
<td>21,2</td>
<td>6,8</td>
<td>14,4</td>
<td>89,1</td>
<td>36,3</td>
<td>52,9</td>
</tr>
</tbody>
</table>

Note: This table is related to Figure 3.1. Electricity trade in the CNS is consistent with trade in the CNS-B.
<table>
<thead>
<tr>
<th>TWh</th>
<th>From</th>
<th>To</th>
<th>Export (forward)</th>
<th>Import (back)</th>
<th>Net export</th>
<th>Export (forward)</th>
<th>Import (back)</th>
<th>Net export</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Denmark</td>
<td>DK2</td>
<td>DK1</td>
<td>0.1</td>
<td>3.5</td>
<td>-3.4</td>
<td>1.6</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Poland</td>
<td>-</td>
<td>-</td>
<td>2.7</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE4</td>
<td>1.0</td>
<td>5.1</td>
<td>-4.1</td>
<td>4.5</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td>DK1</td>
<td></td>
<td>DK2</td>
<td>-</td>
<td>-</td>
<td>0.1</td>
<td>0.8</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Great Britain</td>
<td>2.9</td>
<td>-</td>
<td>5.2</td>
<td>-2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Netherlands</td>
<td>-</td>
<td>-</td>
<td>3.3</td>
<td>0.1</td>
<td>3.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NL</td>
<td>5.8</td>
<td>-1.4</td>
<td>-0.4</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO2</td>
<td>1.6</td>
<td>6.6</td>
<td>-5.0</td>
<td>3.3</td>
<td>14.4</td>
</tr>
<tr>
<td></td>
<td>Finland</td>
<td>FI</td>
<td>Estonia</td>
<td>5.0</td>
<td>0.0</td>
<td>5.0</td>
<td>10.0</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO4</td>
<td>0.1</td>
<td>0.1</td>
<td>-0.1</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE3</td>
<td>0.0</td>
<td>8.7</td>
<td>-8.7</td>
<td>4.8</td>
<td>1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE1</td>
<td>0.0</td>
<td>8.6</td>
<td>-8.6</td>
<td>-</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Russia</td>
<td>0.0</td>
<td>3.9</td>
<td>-3.9</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Norway</td>
<td>NO3</td>
<td>NO5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9.1</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO4</td>
<td>0.0</td>
<td>3.3</td>
<td>-3.3</td>
<td>3.9</td>
<td>5.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO1</td>
<td>0.1</td>
<td>1.6</td>
<td>-1.5</td>
<td>10.4</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE2</td>
<td>0.4</td>
<td>2.7</td>
<td>-2.3</td>
<td>3.2</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO5</td>
<td>15.1</td>
<td>0.0</td>
<td>15.1</td>
<td>22.1</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO2</td>
<td>1.8</td>
<td>0.2</td>
<td>1.7</td>
<td>22.2</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO4</td>
<td>1.2</td>
<td>0.7</td>
<td>0.4</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE2</td>
<td>0.3</td>
<td>0.5</td>
<td>-0.2</td>
<td>3.7</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Russia</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO1</td>
<td>1.4</td>
<td>9.9</td>
<td>-8.5</td>
<td>8.4</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO2</td>
<td>7.5</td>
<td>1.5</td>
<td>6.0</td>
<td>7.5</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE1</td>
<td>1.2</td>
<td>0.7</td>
<td>0.5</td>
<td>1.2</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SE2</td>
<td>0.3</td>
<td>0.5</td>
<td>-0.2</td>
<td>3.7</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Russia</td>
<td>0.1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Poland</td>
<td>3.5</td>
<td>0.0</td>
<td>3.5</td>
<td>11.1</td>
<td>6.6</td>
</tr>
</tbody>
</table>

Note: Electricity trade in the CNS is consistent with trade in the CNS-B
Source: 2015 data from Nordpoolspot, 2050 data from CNS-B
Figure C.1
Onshore wind full load hours (FLHs) (2030-49)

This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
Figure C.2  Offshore wind full load hours (FLHs) (2030-49)

This map is without prejudice to the status of or sovereignty over any territory, to the delimitation of international frontiers and boundaries, and to the name of any territory, city or area. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
### Table C.9  Wind potential

<table>
<thead>
<tr>
<th></th>
<th>Onshore potential (MW)</th>
<th>Offshore potential (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2030</td>
<td>2040</td>
</tr>
<tr>
<td>Estonia</td>
<td>6 396</td>
<td>12 392</td>
</tr>
<tr>
<td>Finland</td>
<td>6 067</td>
<td>10 533</td>
</tr>
<tr>
<td>Latvia</td>
<td>8 176</td>
<td>15 761</td>
</tr>
<tr>
<td>Lithuania</td>
<td>7 456</td>
<td>14 412</td>
</tr>
<tr>
<td>Norway</td>
<td>7 023</td>
<td>10 512</td>
</tr>
<tr>
<td>Poland</td>
<td>34 343</td>
<td>61 686</td>
</tr>
<tr>
<td>Sweden</td>
<td>15 140</td>
<td>25 070</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>5 997</td>
<td>11 422</td>
</tr>
<tr>
<td>Austria</td>
<td>4 936</td>
<td>7 294</td>
</tr>
<tr>
<td>Switzerland</td>
<td>1 000</td>
<td>1 000</td>
</tr>
<tr>
<td>France</td>
<td>46 409</td>
<td>73 818</td>
</tr>
<tr>
<td>Belgium</td>
<td>4 536</td>
<td>6 752</td>
</tr>
<tr>
<td>Netherlands</td>
<td>7 433</td>
<td>8 866</td>
</tr>
<tr>
<td>Great Britain</td>
<td>22 711</td>
<td>30 533</td>
</tr>
<tr>
<td>Italy</td>
<td>20 897</td>
<td>29 794</td>
</tr>
<tr>
<td>Denmark - East</td>
<td>990</td>
<td>1 255</td>
</tr>
<tr>
<td>Denmark - West</td>
<td>4 219</td>
<td>5 089</td>
</tr>
</tbody>
</table>

**Figure C.3** District heating demand in the Nordic countries in the CNS-B

Note: PJ = petajoule.

Figures and data in this report can be downloaded at [www.iea.org/etp/nordic](http://www.iea.org/etp/nordic).
Figure C.4  District heating generation in Nordic countries in the CNS-B

<table>
<thead>
<tr>
<th></th>
<th>2014</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oil</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coal</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural gas</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Natural gas with CCS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other fossils</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biofuels and waste</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biofuels + CCS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electric</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

Table C.10  Nuclear Capacities in the CNS-B Baseline and Fast phase-out scenarios (MW)

<table>
<thead>
<tr>
<th></th>
<th>2014</th>
<th>2020</th>
<th>2030</th>
<th>2040</th>
<th>2050</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>2750</td>
<td>4350</td>
<td>5055</td>
<td>3680</td>
<td>2800</td>
</tr>
<tr>
<td>Sweden</td>
<td>9568</td>
<td>6727</td>
<td>6727</td>
<td>5677</td>
<td>0</td>
</tr>
<tr>
<td>Fast phase-out</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>2750</td>
<td>4350</td>
<td>3855</td>
<td>2480</td>
<td>1600</td>
</tr>
<tr>
<td>Sweden</td>
<td>9568</td>
<td>6727</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

NETP 2016 vs. Balmorel model results

Figure C.5  Electricity generation in the CNS compared to the CNS-B

Note: TWh = Terawatt hour.
Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
**Figure C.6** Net exports from the Nordics in the ETP model (sensitivity analysis) compared to the CNS-B

![Graph](image)

Notes: Net Nordic exports to non-Nordic countries (excluding trade among Nordic countries) are lower in the CNS-B (using the Balmorel model, and feeding into the CNS), than under a sensitivity analysis conducted using the ETP model (TIMES). The electricity trade numbers of the CNS are consistent with the CNS-B. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.

**Figure C.7** Power sector CO₂ emissions from the Nordics in the CNS compared to the CNS-B

![Graph](image)

Notes: In the CNS-B, CO₂ emissions are higher than in the CNS due to greater utilisation of natural gas. Figures and data in this report can be downloaded at www.iea.org/etp/nordic.
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